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ABSTRACT 
In the last decade, high profile financial frauds committed by large companies in both developed and 

developing countries were discovered and reported. This study compares the performance of five popular 

statistical and machine learning models in detecting financial statement fraud. The research objects are companies 

which experienced both fraudulent and non-fraudulent financial statements between the years 2011 and 2016. 

The results show, that artificial neural network perform well relative to a Bayesian network, Discriminant 

Analysis, logistic regression and Support vector machine. The results also reveal some diversity in predictors 

used across the classification algorithms. Out of 19 predictors examined, only nine are consistently selected and 

used by different classification algorithms: Employee Productivity, Accounts Receivable to Sales, Debt-to-

Equity, Inventory to Sales, Sales to Total Assets, Return On Equity, Return on Sales, Liabilities to Interest 

Expenses, and Assets to Liabilities. These findings extend financial statement fraud research and can be used by 

practitioners and regulators to improve fraud risk models. 
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1. Introduction 
In the last decade, high profile financial frauds 

committed by large companies in both developed and 

developing countries were discovered and reported. 

The frauds by harris scarfe in Australia, parmalat in 

Italy, Ahold in Netherland, Satyam in India and 

Vivendi in France further demonstrate that the damage 

from this problem is felt around the world. Corporate 

fraud has not been confined to the well-advertised 

cases of Enron, World com, Tyco, Lucent, etc. 

organizations lose an estimated 5 percent of annual 

revenues to fraud in general and 1.6 percent of annual 

revenues specifically to financial statement fraud 

(Association of Certified Examiners [ACFE] 

2014).further, when resources are misallocated 

because of misleading financial data, fraud can harm 

the efficiency of capital, labor, and product markets. 

Financial reporting fraud also increase business risk. 

For example, audit of firms can face lawsuit, 

reputational costs, and loss of clients, and investors 

and banks are more likely to make suboptimal 

investment and loan decisions (perols et al, 2017). 

both academic and auditing firms have been 

searching for ways to detect corporate fraud. Data 

analytic is an important emerging field in both 

academic research (e.g, Agrawal and Dhar 2014; 

Chen, Chiang, and Storey 2012) and in practice (e.g, 

Brown Chui, and Manyikia 2011; Lavalle, Lesser, 

Shokley, Hopkins, and Kruschwitz 2011). Phau et 

al(2012), summarized the status of fraud research into 

four primary areas: internal, insurance, credit card, and 

telecommunications. In most of internal fraud 

research, the object was to detect employee fraud or 

theft; financial reporting fraud involving senior 

management was not a major research focus. Most 

attempts to detect financial reporting fraud use 

financial ratios, applying various methodologies with 

various results. Phau et al. concluded that the use of 

unstructured data in fraud detection is essentially 

unexplored. Nagi et al. (2011), identified that research 

into corporate fraud (which includes financial 

statement fraud) was prevalent compared with other 

types of financial fraud. Despite this research, 

Antifraud legislation such at the 2002 Sarbanes-Oxley 

act in United States, changes to auditing standards and 

enforcements efforts, the risk of financial statement 

fraud remains substantial(Deloitte, 2009). 

Managers commit financial statement fraud by 

manipulating specific accounts, e.g., they may improve 

reported earnings by artificially increasing revenue or 

reducing expenses. Many financial statement fraud 

variables used in the literature are inherently related to 

a specific type of fraud. For example, abnormal 

revenue growth is a potential measure of revenue 

fraud, while an abnormally low amount of allowance 

for doubtful accounts is a potential measure of expense 

fraud. Although these variables may provide useful 

information about a specific type of fraud, they are less 

likely to detect multiple type of fraud. Additionally, by 

combining different fraud types into binary 

classification problem, the classification algorithms 

focus on finding patterns common to all types. Given 

heterogeneity among different fraud types, such 

patterns may be difficult to detect. 

In the fraud context, data analytics can, for 

example, be used to create fraud prediction models 

that help (1) auditors improve client portfolio 

management and audit planning decisions, and (2) 

regulators and other oversight agencies identify firms 

for potential fraud investigation(securities and 

exchange Commission [SEC] 2015; Walter 2013). 

However, the usefulness of data analytics in fraud 

prediction is hindered by three challenges. First, fraud 

prediction is a “neddle in a haystack problem.” That is, 

the relative rarity of fraud firms compared to non-fraud 

control firms (Bell and Carcello 2000) makes fraud 

prediction difficult (perols 2011). Second, fraud 

prediction is complicated by the “curse of data 

dimensionality” (Bellman 1961). The rarity of fraud 

observations relative to large number of explanatory 

variables identified in the fraud literature (Whiting, 

Hensen, McDonald, Albercht, and W. Albercht 2012) 

can result in overfitted prediction models that perform 

poorly when predicting new observations. Third, prior 

research generally treats all frauds as homogeneous 

events. This can make fraud prediction more difficult 

because prediction models have to detect patterns that 

are common across different fraud types (e.g., revenue 

versus expense fraud). 

This paper purposes a quantitative model for 

detecting fraudulent financial reporting. The model 

detects the attempt to conceal information and/or 

present incorrect information in annual filings with the 

Tehran securities and exchanges. The reminder of the 

paper is organized as follows. We next provide an 

overview of related research, and then a description of 

the explanation of the experimental procedure and 

results. The results are summarized in the final section, 
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along with a discussion of research contributions and 

limitations, and suggestions for future research. 

 

2. Literature Review 
Research on financial reporting fraud prediction 

contributes to understanding factors that can be used to 

predict fraud. Prior research includes testing fraud 

hypotheses grounded in the earnings management and 

corporate governance literatures (e.g., Beasley 1996; 

Dechow, Sloan, and Sweeney 1996; Summers and 

Sweeny 1998; Beneish 1999; Sharma 2004; Ericson 

Hanlon, and Maydew 2006; Lennox and Pittman 2010; 

Feng, Ge, Luo, and Shevlin 2011; Perols and Lougee 

2011; Caskey and Hanlon 2013; Armstrong, Larcker, 

Ormazabal, and Taylor 2013; Markelevich and Ronser 

2013). This research also evaluates the significance of 

a variety of other potential explanatory variables, such 

as red flags emphasized in auditing standards, 

discretionary accruals measures, and nonfinancial 

indicators(e.g., Loebbecke, Eining, and Wilingham 

1989; Beneish 1997; Lee, Ingram, and Howard 1999; 

Apostolou, Hassell, and webber 2000; Kaminski, 

Wetzel, and Guan 2004; Ettredge, Sun, Lee, and 

Anandarajan 2008; Jones, Krishnan, and Melendrez 

2008; Brazel, Jones, and Zimbelman 2009; Decho et 

al. 2011). We use independent variables from this 

research as input into our models. 

According to the primary studies on frauds in 

financial reporting by Feroz, Pastena, and Park  

)2000), fraudulent companies almost have distorted 

inventories and amounts receivable. Later, Beneish 

(1997) analyzed the differences between fraudulent 

and non-fraudulent companies and introduced amounts 

receivable and debt collection period as separate 

variables of two groups. Beneish (1999), developing 

his suggested model identified debt collection 

prediction, gross profit margin, asset growth index, 

sales growth index, and accruals (capital change in 

non-working capital plus dis-prediction) as potential 

fraud detection indexes. 

Fig 1. Consist of two layers, the first comprising 

the six data mining application classes of 

classification, clustering, prediction, outlier detection, 

regression, and visualization, supported by a set of 

algorithmic approaches to extract the relevant 

relationship in the data (Turban, 2007). 

Feroz et al. (2000) compared the utility of an ANN 

model with Logistic regression based on Hit-rate, 

overall error rate, and Estimated Relative Costs of 

misclassification (ERC), while Lin et al. (2003) 

compared of fuzzy ANN to Logistic regression using 

the same performance measures. The results in Feroz 

et al. (2000) showed that Logistic regression 

performed better than ANN at relative error costs 

from1:1 to 1:40 and that the ANN performed better 

than Logistic regression at relative error costs of 1:50. 

 

 

 
Fig .1: The conceptual framework for application of Data Mining to FAFD 

 



4 /   Financial Reporting Fraud Detection: An Analysis of Data Mining Algorithms 

Vol.4 / No.16 / Winter 2020 

Kotsiantis et al (2006) used 41 fraud and 123 non-

fraud firms in Greece to examine 11 classification 

algorithms: C4.5, RBF, K2, 3-NN, RIPPER, SMO, 

logistic regression, MP stacking, MLR stacking, 

Grading, and simple voting. The results, in terms of 

overall accuracy, showed that MP stacking provides 

the best performance, while logistic regression and 

ANN provide relatively poor performance.  

Kirkos et al. (2007) used 38 fraud and 38 non-

fraud firms to investigate the relative utility of an 

artificial neural network, a Bayesian belief network, 

and a decision tree learner. The reported class 

accuracies indicated that the Bayesian belief network 

outperforms the artificial neural network and decision 

tree. 

Varian (2014) highlights the importance of the 

emerging field of data analytics. He suggests that 

researchers using traditional econometric methods 

should consider adapting recent advances from this 

field. A second stream of financial reporting fraud 

prediction research follows this suggestion and applies 

developments in data analytics research to improve 

fraud prediction. Early research within this stream 

concludes that Artificial Neural Networks (ANN) 

perform well relative to discriminant analysis and 

logistic regression (e.g., Fanning and Cogger 1998; 

Lin, Hwang, and Becker 2003). More recent research 

in this stream examines additional classification 

algorithms, such as Support Vector Machines(SVM), 

Decision trees, Genetic Algorithm(GA) and adaptive 

learning methods (e.g., Perols 2011; Gupta and Gill 

2012; Whiting et al. 2012), and text mining methods 

(e.g., Glancy and Yadav 2011; Goel and Gangolly 

2012; Larcker and Zakolyukina 2012). We implement 

all prediction models using Support Vector Machines 

(SVM). Support vector machines determine how to 

separate fraud firms from non-fraud firms by finding 

the hyperplane that provides the maximum separation 

in the training data between fraud and non-fraud firms. 

We also use artificial neural network and Bayesian 

network to examine the robustness of our results. 

Most of articles had been conducted in the United 

States, followed by Taiwan, China and Spain 

(albashrawi, 2016) (Table 1). 

 

 

 

 

 

Table 1: The number of articles for detecting 

financial fraud by countries (2004-2015) 

Country Frequency Percentage (%) 

United States 23 35.38 

Taiwan 8 12.31 

China 7 10.77 

Spain 4 6.15 

Turkey 3 4.62 

Greece 3 4.62 

India 3 4.62 

UK 3 4.62 

Canada 2 3.08 

Chile 2 3.08 

Europe 
a
 1 1.54 

Poland 1 1.54 

France 1 1.54 

Cyprus 1 1.54 

Brazil 1 1.54 

Singapore 1 1.54 

Australia 1 1.54 

Total 65 100 
a 
European region was only reported 

 

 

In Iran, various studies are conducted on fraud 

detection and some of them are as follows:  

Maham and Torabi (2012) determined the risk of 

fraud in financial reporting using some of financial and 

non-financial indexes by logistic regression. The 

results indicated that the presented model is able to 

determine fraud in financial reporting at an acceptable 

confidence level.  

Etemadi and Zolghi (2013) investigated the use of 

logistic regression in detecting fraudulent financial 

reporting in companies listed on Stock Exchange. In 

this study, using 9 financial ratios and information of 

34 companies with fraud signs and 34 companies 

without fraud signs and also logistic regression, it was 

attempted to develop a suitable model with the 

accuracy level of 83.8%.  

Jahanshad and Sardarizadeh (2014) investigated 

the relationship between financial criterion (income 

growth difference) and non-financial criterion (staff 

number growth) and fraudulent financial reporting in 

companies listed on Stock Exchange. The results 

indicated a significant negative relationship between 

income growth, staff number growth, and fraudulent 

financial reporting.  
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Mashayekhi and Hoseinpour (2016) investigated 

the relationship between real earning management and 

accrual-based earning management in companies 

suspected of fraud in TSE. These companies were 

selected according to a series of factors related to false 

accounting information in financial reporting. The 

results of this study indicated that in suspected 

companies, real earning management has a significant 

negative effect on accrual-based earning management. 

To summarize, extant research has offered insights 

into the relative performance of different classification 

algorithms. ANN performs well relative to logistic 

regression and other algorithms when dataset is 

balanced. More recent studies have examined the 

performance of additional classification algorithms 

under relatively balance conditions and have shown 

that meta-classifier have the best classification 

accuracy. Using the prior literature as a foundation, 

this study extends this literature by evaluating the 

performance of relatively representative set of 

classification algorithms. 

 

3. Methodology 
The next three subsections describe three factors 

that were manipulated in the experiments: 

Classification algorithms, Prior fraud probability, and 

relative error costs. The final three subsections 

describe the financial reporting fraud predictors, data 

sample and the Experimental Procedures. 

 

3.1. Classification Algorithms 

The overarching goal of this research was to 

examine the performance of different classification 

algorithms in financial reporting fraud detection. The 

primary experimental factor of interest was, therefore, 

classification algorithm. The classification algorithms 

were obtained from SPSS modeler 18 software, an 

open source data mining tool. Using an open source 

tool facilitates the replication and extension of this 

study. SPSS modeler implements a relatively complete 

set of classification algorithms, including many of the 

most popular. Based on the related research (i.e., prior 

financial statement fraud research and prior data 

mining research in domains balanced dataset 

mentioned earlier), five algorithms were selected from 

SPSS modeler: (1) Bayesian Network, (2) 

Discriminant Analysis, (3) Logistic Regression, (4) 

Artificial neural networks, and  (5) Support Vector 

Machine. 

Bayesian Network, Discriminant Analysis and 

Logistic Regression were included, as they had 

performed well in prior fraud research (Green and 

Choi 1997; Fanning and Cogger 1998; Froz et Al. 

2000; Lin, Hwang, and Becker 2003; Kotsiantis et al. 

2006). However, it was not clear if these classification 

algorithms would perform well under realistic 

conditions and relative to not-yet-examined 

classification algorithms. Artificial neural networks 

and Support Vector Machine were included because 

prior data mining research (Fries et al. 1998; Phoa et 

al. 2004; West et al. 2005) found that these 

classification algorithms performed well in domains 

with balance data. However, not known how these 

classification algorithms would perform in fraud 

detection. 

 

3.2. Prior Fraud probability 

The prior probability of fraud impacts both 

classifier training and evaluation. Two classifiers that 

are based on the same classification algorithm can 

produce different results if they are trained on data 

with different prior probabilities. To determine 

appropriate training prior fraud probabilities, 

classification algorithm performance was examined 

after under sampling the majority class at different 

ratios of fraud to non-fraud cases. 

Furthermore, for results to generalize to the 

population of interest, the evaluation prior fraud 

probability should reflect the prior probability of fraud 

in the population (the naturally occurring prior fraud 

probability). Bell and Carcello(2000) estimate that 

only around 0.6 percent of all firm years are 

fraudulent. However, this estimate is likely to change 

over time and be different for different populations of 

interest. Following prior fraud research (Feroz et al. 

2000; Lin et al. 2003), the evaluation prior fraud 

probability was, therefore, manipulated in the 

calculation of the dependent variable and not by under 

sampling the evaluation data. 

To summarize, the prior probability of fraud was 

manipulated both when training classifiers for 

classifier tuning purposes and when evaluating the 

performance of the classification algorithms. When the 

prior fraud probability was manipulated for training 

purposes, the prior fraud probability in the training 

sample was changed by under sampling the data. 
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When the prior fraud probability was manipulated for 

evaluation purposes, the manipulation only impacted 

the calculation of the dependent variable and did not 

change the data. 

 

3.3. Classification cost 

Given a binary problem like fraud, there are four 

potential classification outcomes: (1) true positive, a 

fraud firm is correctly classified as a fraud firm; (2) 

false negative, a fraud firm is incorrectly classified as 

non-fraud firm; (3) true negative, a non-fraud firm is 

correctly classified as a non-fraud firm; and (4) false 

positive, a non-fraud firm is incorrectly classified as a 

fraud firm. False negative and false positive 

classifications are associated with different 

misclassification costs. Similar to prior fraud 

probability, the ratios of these costs impact both 

training and evaluation of classifiers. The classifiers, 

therefore, have to be both trained using appropriate 

cost ratio assumptions. When determining appropriate 

training cost ratios, classification algorithm 

performance was examined after under sampling the 

majority class instead of manipulating the cost ratio, 

which was not possible as the examined classification 

algorithms are not cost-sensitive. As stated earlier, 

under sampling the majority class is a common, 

simple, and effective approach to deal with cost and 

class imbalances (Drummond and Holte, 2003). 

When evaluating the classification algorithms 

using specific assumptions about relative error costs, 

the results might not hold for other relative error cost 

levels. Therefore, the relative error costs used in the 

evaluation should reflect the relative error costs in the 

population. These costs are, However difficult to 

estimate. Researchers typically examine the 

classification performance over a wide range of 

evaluation relative error costs (Feroz et al. 2000; Lin et 

al. 2003), which reduces the risk of cost 

misspecification and provides richer information to 

other researchers and practitioners.  

To summarize, the relative error cost was 

manipulated both when training classifier for classifier 

tuning purposes and when evaluating the performance 

of the classification algorithms. When the relative 

error cost was manipulated for training purposes, the 

prior fraud probability, instead of the relative error 

cost, was changed in the training sample by under 

sampling the data. When the relative error cost was 

manipulated for evaluation purposes, the manipulation 

only impacted the calculation of the dependent 

variable and did not change the underlying data. 

 

3.4. Financial reporting fraud predictors 

Financial reporting fraud predictor research has 

evaluated a large number of potential financial fraud 

predictors. The experiment included predictors that 

were found to be significant in prior research and that 

were available from electronic sources. Other variable 

were included, since they were less likely to be used in 

practice due to difficulty in obtaining them. We 

examine 17 financial ratios for this research. The 

results of the Kolmogorov-Smirnov test have reported 

that the nine financial ratios come from a normally-

distributed population. Therefore, these ratios are 

explored with the t-test.  See table 2 for the final 

selection of the 9 predictors included in the experiment 

and how these predictors are calculated. 

 

TABLE 2. Fraud predictors a 

Predictor Definition Reference 

Employee 

Productivity 
SALE/EMP 

Cechini et al. 

(2005) 

Account 

Receivable to 

Sales 

RECT/SALE Perols (2011) 

Debt-to-Equity LT/CEQ Perols (2011) 

Inventory to Sales INVT/SALE Perols (2011) 

Sales to Total 

Assets 
SALE/AT 

Cechini et al. 

(2005), Perols 

(2011) 

Return on Equity NI/CEQ 
Cechini et al. 

(2005) 

Return on Sales NI/SALE 
Cechini et al. 

(2005) 

Liabilities to 

Interest Expenses 
LT/XINT 

Cechini et al. 

(2005) 

Assets to 

Liabilities 
AT/LT 

Cechini et al. 

(2005) 
a
 All predictors found to be significant determinants of 

financial reporting fraud in prior research and that were 

relatively easy to obtain were included in the experiment. 

 

3.5. Sample data 

We obtain a sample containing 165 fraud firms and 

165 non-fraud firm-years from Tehran Securities 

Exchange (TSE). We identifies fraud firms in TSE 

investigations reported in fraud report paper between 

2011 and 2016 that contain descriptions of fraud. This 

fraud firm dataset excludes: financial firms, firms with 

missing data (financial statement data). Randomly 

selected data non-fraud firms (excluding observations 
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following the applicable criteria specified above for 

fraud firms) are added to the fraud firm dataset to 

create sample with 0.5 percent fraud firms. We include 

explanatory variables (summarized in Table 2) that 

have been used in recent literature to predict fraud or 

material misstatements (Beneish (1997); Decho et al. 

(1996); Lee et al. (1999); Kotsiantis et al. (2006); 

Cecchini et al. 2010; Dechow et al. 2011; Perols et al. 

2017). 

 

3.6. Experimental Procedures 

To evaluate the classification algorithms, the 

classifiers were trained using the training data and 

evaluated using the evaluation data. For evaluated the 

classification algorithms, the classifiers were trained 

using the training data and evaluated using the 

evaluation data. 

After the training and evaluation completed, the 

results from the five test algorithms for each seed were 

combined and optimal thresholds were determined and 

used to calculate scores for each classifier, evaluation 

relative error costs and evaluation prior fraud 

probability combination. Note that for each treatment 

level, the best, as determined during preprocessing, 

classifier tuning configuration, attribute 

transformation, and training prior fraud probability 

was used. This evaluation procedure generated a final 

result set per classification algorithm type, evaluation 

relative error costs, and evaluation prior fraud 

probability treatment group. 

By using the entire data sample in the 

preprocessing steps, and then using the same data and 

the results from the preprocessing steps to evaluate the 

classification algorithms, the classification algorithms 

are compared under near optimal performance for each 

classification algorithm given the examined attributes, 

training prior fraud probabilities; attribute 

transformation methods, and classifier configurations. 

Furthermore, during preprocessing and evaluation, the 

same dataset is never used at the same time to both 

train and evaluate the classifier. This should improve 

the generalizability of the results, with the assumption 

that it is possible to select the best attributes, training 

prior fraud probability, attribute transformation 

method, and classifier tuning configuration for each 

classification algorithm. 

 

 

4. Results 
Financial statement fraud is a costly problem that 

has far-reaching negative consequences. Hence, the 

accounting literature investigates a wide range of 

explanatory variables and various classification 

algorithms that contribute to more accurate prediction 

of fraud and material misstatements. However, the 

rarity of fraud data, the relative abundance of variables 

identified In prior literature, and the broad definition 

of fraud creates challenges in specifying effective 

prediction models. 

As shown in Table 3, the fraudulent financial 

statement detection accuracy and overall accuracy of 

the Artificial Neural Network model were the highest 

at 69.8 and 80.2 %, respectively. This study also 

discloses classification cost of each model’s contains 

Type I and Type II errors, as shown in Table 4. 

 

Table 3: Detection accuracy of classification models 

Model FFS (%) Non-FFS (%) 
Overall 

accuracy (%) 

Bayesian 

Network 
69.7 63 65.8 

Discriminant 

Analysis 
67 58 62 

Logistic 

Regression 
69.1 66.1 67.9 

Artificial 

neural network 
69.8 80.2 75 

Support Vector 

Machine 
67.5 66.7 67 

 

 

Table 4: Type I error and Type II error of  

classification models (Classification cost) 

Model 
Type I error 

rate (%) 

Type II error 

rate (%) 

Overall error 

rate (%) 

Bayesian 

Network 
30.3 37 34.2 

Discriminant 

Analysis 
33 42 38 

Logistic 

Regression 
30.9 33.9 32.1 

Artificial neural 

network 
30.2 19.8 25 

Support Vector 

Machine 
32.5 33.3 33 
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Type I errors indicate fraudulent financial 

statements that have been mistakenly labeled as not 

being fraudulent. Type II errors indicate fraudulent 

financial statements which have been classified as 

fraudulent financial statements. Logically, a Type I 

error is a major mistake. Therefore, in addition to 

comparison with the accuracy of the testing group, the 

model’s Type I error rate is also considered. The 

Artificial neural network model has the lowest Type I 

error rate at 30.2 % and an overall error rate of 25 %. 

A limitation of this study is that the entire data 

sample was used in both preprocessing and 

classification algorithm evaluation. The entire sample 

was used in both steps to ensure that enough data were 

available to determine what training prior fraud 

probabilities and training classification error costs 

should be used for training classifiers, and what 

predictors are useful to these algorithms. Furthermore, 

by using the entire sample in both steps, the 

classification algorithms could be compared under 

near optimal performance for each classification 

algorithm given the examined attributes, training prior 

fraud probabilities, attribute transformation methods, 

and classifier configurations. This is, nevertheless, a 

limitation that makes it more difficult to assess the 

generalizability of the relative classifier performance 

results to situations where it is not possible to select 

the best attributes, training prior fraud probability, 

attribute transformation method, and classifier tuning 

configuration for each classifier. To address this 

limitation, an additional experiment was performed 

whereby the original dataset was randomly split in 

two. The first subset was used for preprocessing and 

the second subset was used for classification algorithm 

comparison, in which ANN and logistic regression 

were compared. The results in this additional 

experiment corroborate the result in the main 

experiment and, thus, provide empirical support for the 

generalizability of the results in the main experiment. 

The preprocessing and classification algorithm 

results can be used by practitioners as guidance for 

selecting training prior fraud probabilities, attribute 

transformation methods, attributes, and classification 

algorithms when building fraud detection models. 

Improvement in fraud detection models can be useful 

to auditors during client selection, audit planning, and 

analytical procedures. Furthermore, the SEC can 

leverage the findings to target companies that are more 

likely to have committed financial statement fraud. 

Another implication of the results, specifically the 

attribute selection results, is that researchers 

developing new fraud predictors need to examine the 

utility of the fraud predictors using more than one 

classification algorithm. In addition to using logistic 

regression, other classification algorithms like SVM 

and bagging should be used when examining the utility 

of fraud predictors. 

A natural extension of this research is to examine 

additional classification algorithms. While 

classification algorithms were selected based on 

findings in prior research, it is possible that other 

classification algorithms will performance well in 

financial statement fraud detection. Future research 

can also leverage data mining research that focuses on 

the class imbalance problem, which has proposed a 

number of sampling techniques, such as SMOTE, to 

improve classification performance (Chawla et al. 

2002). The utility of these techniques in detecting 

fraud needs to be evaluated. Future research can also 

follow Cecchini et al. (2010) and develop artifacts that 

are designed specifically for the fraud domain. Such 

artifacts could, for example, be designed to address the 

distinguishing characteristics of the fraud domain. 

 

5. Discussion and Conclusions 
Fraud prediction in financial reporting is one of the 

important discussions in financial and audit fields, 

because with a correct understanding and prediction of 

fraud likelihood and employment of necessary 

measures, the heavy costs can be prevented. The main 

objective of the present study is to present a model to 

detect fraud in financial reporting of Iranian 

companies using classification algorithms. Therefore, 

the present study, in terms of approach, is a 

developmental applied, because it designs a model to 

detect fraud in financial reporting and uses this model 

to detect fraudulent and non-fraudulent companies. 

This paper studied and evaluated the data of 330 

listed companies of Tehran Stock Exchange between 

2011 and 2016. In this study, the employee 

productivity, account receivable to sales, debt-to-

equity, inventory to sales, sales to total assets, return 

on equity, return on sales, liabilities to interest 

expenses and assets to liabilities as input were 

selected. Then using the Bayesian Network, 

Discriminant Analysis, Logistic Regression, Artificial 

Neural Network, Support Vector Machine and their 

implementations in the IBM SPSS Modeler 18 
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software, it was observed that Artificial Neural 

Network as well as Logistic Regression, Support 

Vector Machine, Bayesian Network and Discriminant 

Analysis. 

Evidence and findings of this research can provide 

useful information to investors, practitioners, 

regulators, auditors and other stockholders. Regulators 

such as the TSE are investing resources to develop 

better fraud risk models. Our findings may enhance 

their ability to identify firms that have committed 

fraud. The negative effects of financial reporting fraud 

on stockholders, such as employees, auditors, 

suppliers, customers, and lenders, can also be 

potentially reduced. For example, auditors can use our 

model to potentially improve fraud risk assessment 

models that, in turn, can improve audit client portfolio 

management and audit planning decisions. Given the 

significant costs and widespread affects financial 

reporting fraud, improvements in fraud detection 

models can have a substantial positive impact on 

society. 

According to the findings of the study, the suggestions 

are as follows:  

1) Investors are recommended to use this 

model to assess Iranian companies and 

decide on their stock trading.   

2) Creditors, banks, and other financing 

institutions are recommended to use this 

model to assess risks as one of the risk 

assessment indexes to grant facilities.  

3) The Stock Exchange should use this model 

to list companies and assess them and 

provide the capital market activists with 

the results.  

4) The audits are recommended to use the 

presented model before accepting the work 

and commenting on the company’s 

financial statements.  

5) Universities and research institutes and 

researchers, according to the findings of 

this study that has focused on fraud 

detection in financial reporting, can rely on 

the presented model in future studies and 

development of scientific theories.  
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