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ABSTRACT 
The aim of this study was to evaluate the integrated risk of the banking system through the meta-heuristic 
algorithms of gray wolf, genetics and particle swarming. This research is applied research in terms of purpose and 
correlational in nature and method. Data collection has been done through library studies, articles and sites in 
deductive form and data collection to refute and confirm hypotheses inductively. The statistical population of this 
research is the banking system and the sample includes banks listed on the Tehran Stock Exchange during the 
fiscal years 1392 to 1397. In order to collect the required data, the financial database of the Ministry of Economic 

Affairs and Finance, codal website, etc. have been used. After extracting the information, and adjusting them in 
the form of an integrated risk model, the objective function and constraints are entered in MATLAB software and 
the variables of risk (market risk, operational risk, liquidity risk and credit risk) and return (profit and loss on 
assets and Debts were obtained using particle swarm algorithms, genetics, and gray wolves, and we compared 
their results using SPSS 16 software. After that, first the descriptive statistics were analyzed and then inferential 
statistics were performed. The results of descriptive statistics showed that the average of total assets in 1397 is 
670744505 million Rials and the average of total debts during the years 1392 to 1397 is 182372564 million Rials. 
81.79% of assets have risk weights that the average liquidity risk is credit. And the operation of the banking 

system during the years under review are 0.12, 0.16 and 0.0051, respectively. In the inferential statistics section, 
after reviewing the results of comparing the evaluation indicators of algorithms (Pareto number response index, 
quality index, average distance index from ideal point index, distance index, diversity index and algorithm 
execution time index), it was determined that the gray wolf algorithm is efficient. Provides better goal function 
optimization (maximizing returns and minimizing risk). Also, by examining the research hypotheses, it was found 
that particle swarm algorithms and genetics have the same efficiency for assessing the integrated risk of the 
banking system. Provides better problem solving 
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1. Introduction 
Due to the constant changes in environmental factors 

and economic systems, different risks affect the 

financial structure of banks every day. Meanwhile, the 

banking system, considering its special features, faces 

risks that are very important to identify and manage, so 

that it can design methods, standards, training and 

systems to control, reduce and prevent adverse events 

that have a devastating effect on the lives of banks. 

Therefore, the present study tries to make a 

comparative study and finally conclude on the 

usefulness of each of these algorithms in comparison 

with each other in terms of new techniques that result 

from the use of meta-heuristic algorithms in the 

financial field. Pay bank risk optimization.    

                                                                                                                                                           

 2. Literature and theoretical 

foundations of research  
Concept of risk: Risk is an unforeseen event with 

financial consequences that causes a loss or a decrease 

in profitability. In simpler terms, risk means the 

probability of loss. Most economists attribute the risk 

to a lack of complete information. Many economists 

have equated investment risk with the dispersion of 

returns. Keynes defines investment risk as the 

probability of deviating from the average return. 

Hicks, like Keynes, defines risk as the variance of 

returns; Dumar defines investment risk as the 

probability of incurring losses. (Raei 2009)                                                                                        

Market risk: One of the risks that banks face is 

related to the losses that occur in the items above and 

below the balance sheet line and are due to 

fluctuations in market prices. A certain part of market 

risk is exchange rate risk. Banks act as "market 

makers" by offering rates to their customers or by 

opening foreign currency accounts. During periods 

when the exchange rate is not stable enough, the risks 

that form an integral part of the foreign exchange trade 

increase. (Khosh Sima 1391)                                        

Operational risk: The most important types of 

operational risk include deficiencies in internal 

controls and corporate governance. Such breaches may 

result in financial losses through error, fraud or failure 

to comply with the obligations in a timely manner, or 

in any other way, to the detriment of the Bank's 

interests. Other operational risk situations include 

major defects in IT systems, events such as large-scale 

fires, or other disasters. Operational risk includes 

human resource risks of the organization, business 

processes, information technology, business 

continuity, effective distribution channels, customer 

satisfaction, safety and health of employees and the 

workplace, organizational culture, failure to produce or 

provide service, efficiency, capacity Production and 

market risk. (Khosh Sima 1391)                                                                                                                                                                             

Liquidity risk: Liquidity risk arises from a bank's 

inability to reduce debt or raise funds to increase 

assets. When a bank does not have enough liquidity, it 

will not be able to raise sufficient funds quickly and at 

a reasonable cost by increasing debt or converting 

assets, and this will affect profitability. In acute 

situations, insufficient liquidity may lead to the 

bankruptcy of a bank. (Raei 1384)                                                                                                                                                                               

Credit risk: Lending is the main activity of most 

banks. Lending requires banks to comment on the 

ability of loan applicants to repay. As a result, one of 

the major risks that banks face is the credit risk or the 

inability of the other party to enforce the provisions of 

the contract. This risk includes not only types of loans 

but also other amounts at risk that are at the top and 

bottom of the balance sheet, including guarantees, 

acceptances and investments in securities.     

                                                                 

Risk management                                                                             

 Risk management is a process that is performed by the 

board of directors and other employees of the company 

and is used in formulating the strategy and all 

activities of the company. The process is designed to 

identify those potential events that could affect the 

company's goals and to control the risks within the 

company's risk range to provide reasonable assurance 

that its goals will be achieved. (Saeedi 1388) The main 

steps in this process are: risk identification, risk 

analysis and assessment, risk response, based on this, 

the objectives of integrated risk management (ERM) 

are: to create appropriate preparedness for future 

threats and Effective use of opportunities ahead; 

Improving a reasonable level of confidence in 

achieving the company's goals; Promoting the stability 

of decisions and facilitating decision-making and 

decision-making at various levels of the company and 

creating stability in the growth of equity and other 

stakeholders of the company.                                                          

 Risk assessment: Risk assessment of all financial and 

non-financial aspects of the business is an integral part 

of the successful management of the organization in 

business environments full of lack of confidence. By 
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assessing risk, businesses anticipate what threats they 

face in achieving their goals in order to prepare for an 

active response. There are various quantitative and 

qualitative methods for risk assessment. According to 

its needs and goals, each organization can choose the 

best framework for managing the risks it is exposed to.                                                                                                                     

Integrated risk assessment: Risk identification 

should be comprehensive. This assessment should 

include all interactions between goods, services and 

internal information within an organization and 

between the organization and other relevant external 

entities and entities. In addition, the organization must 

consider the risks posed by external factors such as 

new legislation by the authorities, environmental 

issues, potential natural disasters, and so on. Risk 

identification is an interactive process and is often 

closely related to the planning process.   

                                                              

Genetic Algorithm (GA)                                                                                                                

Genetic Algorithm (GA) is an optimization and search 

algorithm based on the principles of genetics and 

natural selection. In a genetic algorithm, a group of 

individuals emerges and develops in a situation where 

the overall goal is to maximize the merits of the entire 

population or to minimize a cost associated with the 

population. In this algorithm, past information is 

extracted due to heredity and used in the search 

process. In other words, genetic algorithms are random 

search techniques that operate based on natural 

selection and natural genealogy. (Afshar et al. 2008) 

These algorithms have fundamental differences with 

conventional search and optimization methods, which 

Goldberg summarizes as follows: The genetic 

algorithm works with sets of encoded solutions, not 

With them; The genetic algorithm starts the search 

process with a set of answers, not just one; The genetic 

algorithm uses fitting function information, not 

derivatives or other auxiliary methods, and the genetic 

algorithm uses probabilistic rules, not definite rules 

(Keller 1998).      

                                                                  

PSO algorithm  

The idea of PSO was first mooted by Kennedy and 

Eberhart in 1995. The particle swarm algorithm is an 

evolutionary computational algorithm inspired by 

nature and based on iteration. The source of inspiration 

for this algorithm was the social behavior of animals, 

such as the mass movement of birds and fish. Because 

the particle swarm algorithm also starts with an initial 

random population matrix, it is similar to many other 

evolutionary algorithms such as the continuous genetic 

algorithm and the colonial competition algorithm. (Mir 

Jalili 2010) It does not have the same as mutation and 

marriage. Therefore, it can be said that the colonial 

competition algorithm is more similar to particle 

swarm. Each element of a population is called a 

particle. In fact, the particle swarm algorithm consists 

of a specific number of particles that are randomly 

assigned the initial value. For each particle, two values 

of position and velocity are defined, which are 

modeled with a location vector and a velocity vector, 

respectively. These particles move repeatedly in the n-

dimensional space of the problem to search for 

possible new options by calculating the optimization 

value as a measurement criterion. The problem space 

dimension is equal to the number of parameters in the 

function to be optimized. One memory is dedicated to 

storing the best position of each particle in the past, 

and one memory is devoted to storing the best position 

among all particles. (Jim 2002) With the experience 

gained from these memories, the particles decide how 

to move next. Each time it is repeated, all the particles 

move in the next n-space of the problem until the 

general optimal point i s finally found.   

                                          

Gray Wolf Algorithm (GWO)  

This algorithm is one of the best algebraic and swarm 

intelligence algorithms that, with the idea of how to 

hunt gray wolves, searches the problem space well and 

quickly approaches the optimal point. The above 

algorithm is based on the hunting of wolves and their 

hierarchy. In this algorithm, the optimal point location 

is calculated based on the location of the three points 

alpha, beta and delta (the best points in each iteration).  

Is a population that simulates the social life of wolves 

in hierarchical groups. (Zare 1394) Social structure 

and hierarchy of gray wolves: Gray wolves are one of 

nature's best predators. These animals live in groups, 

each group consisting of an average of 5 to 12 gray 

wolves, and all members adhere to a hierarchical 

dictatorship. Each group includes alpha, beta, delta and 

gamma wolves. Level 1 wolves are alpha wolves that 

can be male or female and are the leader of the team. 

In the group of wolves, the strongest wolf is not 

always the leader, but the wolf that can better lead the 

team is chosen as the alpha wolf. The second level 

wolves are the beta wolves that act as the alpha wolves 

and help them in decisions. They can be male or 
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female. Third-level wolves, delta wolves, are wolves 

that are not on the level of alpha and beta wolves and 

are usually considered as subordinates. They execute 

alpha and beta wolves and command omega-level 

wolves. The fourth level wolves are called omega-

level wolves, which have no special function for the 

team and are mostly used as prey. Mir Jalili 2010) In 

the gray wolves algorithm, we consider the target 

function based on the behavior of alpha, beta and delta 

wolves, respectively, and the rest of the solutions are 

considered omega wolves. In this algorithm, the attack 

is managed by alpha, beta and delta wolves. Omega 

wolves follow the behavior of three upstream levels.  

                                                                                                     

Evaluation indicators of MOPSO, GWA and 

GA meta-heuristic algorithms 

 Given that meta-heuristic methods are estimated 

algorithms for solving optimization problems and are 

random in nature; Solving a problem through different 

methods may lead to different answers, so evaluating 

algorithms and selecting the appropriate algorithm 

with the help of various indicators has been considered 

by researchers in different sciences; But convergence 

in Pareto responses and providing density and 

variability among the set of responses are two separate 

and somewhat contradictory goals in multi-objective 

evolutionary algorithms, so there is no absolute 

criterion that can decide the performance of 

algorithms. Finally, after reviewing the literature, the 

following six indicators have been identified and 

introduced as performance evaluation indicators of 

algorithms in this research.  

 Pareto response number index (NPS): This index 

indicates the number of Pareto responses found 

through the algorithm and the higher the number, the 

better the performance of the algorithm (Ardaneh, 

1394).                                                                                                                                                              

Quality Index (QM): This index indicates the share of 

the algorithm in the set of Pareto responses resulting 

from the combination of Pareto responses presented 

through all the comparable algorithms. (Mohammadi 

et al., 2011) The higher the value of this index, the 

better the performance of the algorithm.                                                                                                                                                                     

Mean Distance from Ideal Point (MID): This 

indicator shows the average distance of Pareto points 

from the ideal answer. The ideal value is equal to the 

best possible value for each of the objective functions 

used in all algorithms (Zeizag and Jaskiewicz, 1998). 

A lower value of this index means better performance 

of the algorithm.                                                                                                                                      

Distance Index (SM): This index indicates the 

standard deviation of the distance of unsuccessful 

responses. In other words, it calculates the relative 

distance of Pareto consecutive responses. (Chambery 

et al., 2012) The higher the value of this index, the 

better the performance of the algorithm. 

Diversity Index (DM): This index shows the 

Euclidean distance between the initial and final 

answers of the Pareto response set (Zeitler and Siele, 

1998). . The larger the value of this index, the higher 

the performance of the algorithm.  

Algorithm execution time index (Time): This index 

emphasizes the algorithm execution time and is one of 

the most important indicators in comparing different 

algorithms and the lower the value (if other indicators 

are equal), the algorithm will be more efficient 

(Ardaneh, 1394 ).   

                                         

3. Research methodology  
Research variables: Research variables include 

integrated risk that we seek to minimize (objective 

function) and another variable is the return that we 

seek to maximize. Multiple linear programming model 

is used to perform the tests. In this study, considering 

that banks are always looking for low risk and high 

profit, using data sources and multiple programming 

methods to support decisions. The optimal level of 

fragmentation will be presented, which solves many 

problems. The aim of this study is to create an 

integrated linear model of risk that minimizes the 

overall risk of assets against a certain level of risk, 

although in general there are simple differences 

between them. There is variance and covariance. 

Therefore, adding a simple linear model will reflect 

risk changes. Therefore, we consider the following 

model to express integrated risk: 

 

 Risk (x) = ΣR_i (x) 

 

Where x = (x1, x2,…, xn) represents the portfolio of 

assets and liabilities and (x) R_i expresses the i risk. 

For the specified risk (x) R_i, consider the following 

linear relation to express the portfolio: 

 

 R_i (x) = ∑_rijx_ij  
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Where rij is the risk i of asset j, and here specifically 

var, which we consider for the risk of each unit of 

asset, and xaj expresses the size of asset j. Therefore, 

we measure the total risk by the gross variance of the 

total assets. In addition, the profit function is expressed 

as the difference between the profit and loss of assets 

and liabilities:  

 

ret (x) = ∑x_aj.p_aj-∑x_dj.p_dj  

 

Where p_aj and p_dj are the profit and loss of my 

assets or liabilities.               

                                                                                                                                       

Research Limitations                                                                                                                        
 1) Capital Adequacy Rate (CBRC) Limit: This 

constraint requires that each bank or group of banks 

must maintain a legal capital ratio at risk weighted 

assets of more than 12%. Therefore, we have the 

following equation:                                                                                                                                                     

  CaRital / RWA≥12% . RWA is a weighted asset risk.                                                                                                       

 2) Legal deposit rate limit: According to the rules of 

the Central Bank, banks must deposit a certain 

percentage of their deposits with the Central Bank. 

This amount is known as the deposit reserve rate. 

According to the laws of our country, the deposit 

reserve rate is less than 13%. We have:                            

 x_C≥13% × 〖〖xd_j〗. X_C is the legal reserve of 

the central bank ∑〖xd_j〗 is the total deposit of 

banks (debts).                                                                                                                                                                              

3) Restrictions on customer deposits: Most of the 

banks' resources are deposits attracted by them. Banks 

provide more facilities by attracting more deposits. In 

accordance with the real conditions, these are high 

limits. Therefore: a≤∑ 〖d_j≤b〗. Where b, a indicate 

the deposit boundary.                       

4) Limitation of facilities: According to the relevant 

laws, banks are not allowed to grant facilities more 

than 75% of deposits. This limitation means that the 

limitation of the deposit leads to the limitation and 

granting of facilities, therefore C≤∑〖x_ij≤d〗. 

Where d, c indicate the facility boundary.                    

5) Limitation of money scale: In order to meet the 

essential needs of customers and their perceptions, the 

following equation is considered. 

a_1≤xaj≤xcasL≤a_2≤xij.  Where x_casL represents the 

amount of cash, ∑x_aj represents the sum of assets a_1 

and a_2 represents the corresponding rate. It should be 

noted that the above restrictions are only part of the 

realities of banking operations and more restrictions 

can be added to it.                                                                                                                                   

 Multiple planning model Max:                                                                                                                                         

  

         Max: {
  𝑟𝑒𝑡(𝑥) = ∑𝑥𝑎𝑗 . 𝑝𝑎𝑗 −∑𝑥𝑑𝑗 . 𝑝𝑑𝑗      

−𝑅𝑖𝑠𝑘(𝑥) = −∑∑𝑟𝑖𝑗𝑥𝑎𝑗
   

                   

    S.T. 

{
 
 

 
   

CaRital

RWA
≥ 12%

    xC ≥ 13%×∑xdj
  C≤∑ xij≤d

      
a≤∑dj≤b

  a1≤∑xaj≤xcasL≤a2≤xij

   

 

Research Hypotheses                                                                                                              
Hypothesis 1: Particle mass optimization algorithm is 

not as efficient as the gray wolf algorithm for 

assessing the integrated risk of the banking system.                                                                                                 

H_0 = EH (MPSO) = EH (GWO) H_1 ≠ EH (MPSO) 

≠ EH (GWO)                                                                                     

Hypothesis 2: Particle mass optimization algorithm is 

not as efficient as the genetic algorithm for assessing 

the integrated risk of the banking system.                                                                                                 

 H_0 = EH (MPSO) = EH (GA) H_2 ≠ EH (MPSO) ≠ 

EH (GA)                                                                                              

Hypothesis 3: The gray wolf hyper-optimization 

algorithm is not as efficient as the genetic algorithm 

for assessing the integrated risk of the banking system.                                                                                          

 H_0 = EH (GWO) = EH (GA) H_3 ≠ EH (GWO) ≠ 

EH (GA)                                                                                             

Hypothesis 4: Particle mass optimization algorithm, 

gray wolf and genetics for assessing the integrated risk 

of the banking system do not have the same efficiency.                                                                                                     

 H_0 = EH (MPSO) = EH (GWO) = EH (GA) H_1 ≠ 

EH (MPSO) ≠ EH (GWO) ≠ EH (GA)                                                 

 

Research purposes                                                                                                                   
The process of identifying, evaluating, managing and 

controlling potential events or situations to reasonably 

ensure the achievement of the organization's goals is 

called integrated risk management. Banks face various 

uncertain conditions for planning future activities. 

These conditions potentially affect the realization of 

management plans and goals, and today the challenge 

for decision makers is to determine the acceptable 

level of uncertainty on the basis of which the value of 

the firm can be maintained for stakeholders and try to 

increase it. To properly, regularly and methodically 

face this challenge, the implementation of an 
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integrated risk management process is very necessary 

and vital. Risk management enables the organization 

to identify and manage a wide range of risks and all 

managers at different levels to better understand and 

manage Risk helps. This is achieved through accepting 

risk responsibility, support from the board of directors 

and executives, improving results, increasing 

accountability and stewardship capacity, and so on. 

Also, the results of the present study can benefit the 

money and capital market activists and all stakeholders 

in the financial markets and all members of society in 

general due to daily relations with banks and financial 

institutions.      

                                    

Statistical Society:                                                                                                                                                                  

The statistical population of the present study includes 

all public, semi-public and private banks in the 

banking system of the country. The period of the 

present study also includes the financial statements for 

the years 1392 to 1397.     

                                                                                                                                            

Research Methods                                                                                                                                                                 
 A) Type of research method: The research is of the 

applied purpose type and in terms of nature and 

method is of the correlation type. Metaphorical 

algorithms have been used to test the hypotheses and 

prove the research model. The research is conducted as 

deductive and inductive reasoning; This means that the 

theoretical foundations and research background are 

done through library studies of articles and sites in the 

form of deductive and information collection to reject 

or confirm hypotheses through induction. The 

following statistical methods have been used to test the 

research hypotheses: First to Third Hypotheses: 

Wilcoxon statistical test is used to test hypotheses one 

to three, which examine the performance of each of the 

algorithms in a comparative and two-by-two manner. 

When in a research the goal is to compare two 

variables and if the sample is not assumed to be 

normal, non-parametric tests such as the above test can 

be used to compare the two groups.                                                                                                                                                                           

Hypothesis 4: To test the fourth hypothesis, Kruskal-

Wallis statistical test, which is a non-parametric test 

and is considered as a series of analysis of variance 

tests, has been used. This method tests the hypothesis 

that k sample groups from a common statistical 

population or similar statistical population extracted 

with respect to the averages to determine the 

performance of each algorithm.                            

B) Data collection method: Using information 

obtained from published financial statements, the 

website of the Central Bank of the Islamic Republic of 

Iran, the Statistics Center of Iran, the website of the 

Stock Exchange and affiliated sites of the Ministry of 

Economic Affairs and Finance such as the financial 

and economic database.                                                                                                                                     

C) Data collection tools: To prepare the desired 

information, the website of the Central Bank of the 

Islamic Republic of Iran and the economic and 

financial database of the Ministry of Economic Affairs 

and Finance and the Cadal site have been used.                                                                                                               

D) Information analysis method: using multi-

purpose optimization algorithms and meta-heuristic 

techniques including MOPSO, GWO and GA.Test 

model research process A three-step process including 

basic information and model input for integrated risk 

optimization (first step), information processing The 

input is based on the above mentioned algorithms 

(second stage) and the analysis and achievement of the 

research model outputs is based on the set objectives 

(third stage). Also, MATLAB software has been used 

to perform operations related to data analysis and 

model output, which is the efficiency of each 

algorithm.                                                                                                                                           

Multi-objective research optimization model:                                                                                                          

  

min:

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 

−ret(x) = −(%0.207x2 +%0.0789x3 +%0.0217x4
+%2.33x5 +%0.049x6 + %0.13x7 + %0.077x8

+%0.445x9 +%0.112x10 − %0.108y1 − %0.284y2
−%0.256y3 −%0.006y4 − %0.001y5 −%0.003y6)

Risk(X) = 0.00122x2 + (0.000251+0.00511 + 0.12)x3
+(0.000148 + 0.00511 + 0.12)x4

+(0.01087 + 0.00511 + 012 + 0.1609)x5
+(0.0000282 + 0.00511 + 0.12)x6
+(0.000343 + 0.00511 + 0.12)x7
+(0.000057 + 0.00511 + 0.12)x8
+(0.000343 + 0.00511 + 0.12)x9
+(0.000924 + 0.00511 + 0.12)x10

= 0.000122x2 + 0.125697x3 + 0.125593x4 + 0.297223x5
+0.125473x6 + 0.125789x7 + 0.125502x8 + 0.125789x9 + 0.126369x10

 

 

𝑠. 𝑡.

{
 
 
 

 
 
 44.2 ×

0.8179

0.2𝑥9+ 0.5𝑥5 + 0.5𝑥6 + 𝑥3 + 𝑥4 + 𝑥7 + 𝑥8 + 𝑥10
≥ 12%

𝑥2 ≥ 13%(𝑦1 + 𝑦2 + 𝑦3 + 𝑦4 + 𝑦5 + 𝑦6)

17.95 ≤ (𝑦1 + 𝑦2 + 𝑦3) ≤ 4.42 × 17.95 = 79.339
44.67 ≤ 𝑥5 ≤ 197.46

𝑥1 ≤ 0.15(𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10)
𝑥1 ≥ 0.05(𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10)
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4. Analysis of findings                                                                                                                                  
 Descriptive index of research variables: The 

average initial values of assets, liabilities, rate of return 

and interest rates of the sample member banks in the 

years 1392 to 1397 are as follows:  

 

Table 1. Initial amount of assets and liabilities, rate of return and interest rate of sample banks 

Assets                                     symbol value Rate of return 

cash x1 66490923  

Legal deposit x2 58037414 0.207 %  

Tangible assets x3 10733398 0.0789 %  

Intangible assets x4 6725761 0.0217 %  

Loans of non-govermental x5 446744259 2.33 %  

Account reseivable(internal) x6 6571253 0.049 %  

investments x7 16485783 0.13 %  

Other resievables x8 5694983 0.077 %  

Trade reseivables x9 30731001 0.445 %  

Other assets x10 35514011 0.112 %  

debts symbol value Rate of return 

Trade debts y1 29845305 0.108 %  

deposits y2 78810090 0.284 %  

Other debts y3 70903940 0.256 %  

Tax payable y4 1687925 0.006 %  

Earning share payable y5 324102 0.001 %  

Retirement of personnel y6 801202 0.003 %  

 

The total amount of assets is 670744505 million and 

the total amount of liabilities is 182372564  million 

  

 Adjusting research parameters: In this research, 4 

types of risks are considered for banks, which include: 

market risk, operational risk, liquidity risk and credit 

risk. Market risk by assets is presented in Table 2: 

 

Table 2. Market risk of each asset of banks 

Assets                                     symbol Market risk 

cash x1  

Legal deposit x2 0.122 %  

Tangible assets x3 0.0251 %  

Intangible assets x4 0.0147 %  

Loans of non-govermental x5 1.087 %  

Account reseivable(internal) x6 0.00282 %  

investments x7 0.0343 %  

Other resievables x8 0.0057 %  

Trade debts x9 0.0343 %  

Other assets x10 0.0924 %  

 

Optimization results of MOPSO, GWO and GA 

algorithms: In this section, the optimization results for 

each of the PSO, GWO and GA algorithms are given. 

The best answer of each algorithm is obtained through 

5 repetitions of program execution.                                                                                                               

 Results of MOPSO algorithm: In MOPSO 

algorithm, a concept called archive or repository has 

been added to PSO algorithm, which is also known as 

Hall of Fame. (Chang 2008) Choosing the best overall 

answer and the best personal memory for each particle 

is an important and fundamental step in this algorithm. 

(Mir Jalili 2010) When particles want to make a move, 

they choose a member of the tank as a leader. This 

leader must be a member of the tank and undefeated. 

The results of solving the problem model using the 

MOPSO algorithm are shown below:                                                                                 
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figure 1. Objective function changes in the worst, meanest and best execution in the MOPSO method 

 

Table 3. Results of the implementation of MOPSO algorithm in solving the research pro 

implementation 

repeat 5 4 3 2 1 

Risk Ret Risk Ret Risk Ret Risk Ret Risk Ret 

14.39 1.027 14.35 1.027 14.35 1.072 12.32 1.016 14.87 1.103 100 

14.9 1.109 14.87 1.234 13.34 0.999 13.57 1.093 14.72 1.08 200 

14.83 1.03 13.62 1.037 14.32 1.082 12.09 1.004 13.03 1.019 300 

14.3 1.059 14.57 1.05 13.70 1.098 13.97 1.039 15.21 1.061 400 

13.74 1.047 13.91 1.088 13.75 1.07 14.07 1.08 13.54 1.084 500 

 

Table 4. Statistical parameters of objective function in MOPSO method 

Coefficient of 

change 
 

Standard 

deviation 
 average  minimum  maximum parametr 

0.0287  0.0329  1.1474  1.098  1.1669 Ret 

0.1144  1.7509  15.2988  13.1473  16.992 Risk 

 

 

 
figure 2. Objective function changes in the worst, meanest and best execution in the MOPSO method 

 

Results of GA algorithm: Objective value values for 

different parameters of genetic algorithm in 5 times of 

program execution are given in the table below. 

According to the results, the minimum values for the 

objective function of return and risk are 1.011 and 

16.823, respectively, which is calculated for 500 
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generations and two-point displacement. The statistical 

parameters of the best solution as well as the change 

curves of the worst, average and best performance are 

presented in the table and figure below, respectively.                                                                                                                                                       

 

Table 5. Objective value values in 5 program execution times for GA method 

execution 

 repeat 5 4 3 2 1 

Risk Ret Risk Ret Risk Ret Risk Ret Risk Ret 

14.44 1.111 14.44 1.115 13.96 1.066 14.18 1.077 14.19 1.08 
Single 

point 
100 

14.15 1.087 14.22 1.097 14.25 1.09 14.11 1.074 13.98 1.08 
Dual 

point 

13.9 1.096 14.1 1.075 14.02 1.079 14.02 1.079 14.24 1.098 
Single 

point 
200 

14.18 1.09 14.34 1.108 14.27 1.102 14.02 1.068 14.08 1.089 
Dual 

point 

14.02 1.08 14.029 1.063 14.31 1.068 14.08 1.09 14.21 1.068 
Single 

point 
500 

14 1.1 14.25 1.094 14.1 1.09 14.06 1.108 14.05 1.074 
Dual 

point 

 

Table 6. Statistical parameters of the objective function in the GA method 

Coefficient of 

change 

Standard 

deviation 
average minimum maximum parametr 

0.0498 0.0555 1.114 0.9997 1.201 Ret 

0.0563 0.809 14.36 13.28 16.23 Risk 

 

 
Figure 3. Changes in the objective function in the worst, middle and best execution of the GA method 

 

 

GWO Algorithm Results: The GWO algorithm is 

executed 5 times on each benchmark function. The 

results of the gray wolf algorithm and statistical results 

(mean and standard deviation) are shown in the 

following tables and figures:      
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Table 7. Results of the implementation of the GWO algorithm in solving the research problem 

implementation 

repeat 
5 4 3 2 1 

Risk Ret Risk Ret Risk Ret Risk Ret Risk Ret 

13.12 1.08 12.99 1.08 13.34 1.089 13.76 1.154 12.55 1.06 100 

13.57 1.108 12.62 1.059 13.82 1.129 13.77 1.1 13.43 1.089 200 

13.2 1.116 12.46 1.058 13.76 1.107 12.61 1.049 12.56 1.087 300 

13.44 1.109 12.29 1.057 13.34 1.12 13.88 1.117 13.85 1.093 400 

13.71 1.092 12.87 1.081 13.67 1.104 12.41 1.053 12.8 1.103 500 

 

Table 8. Statistical parameters of objective function in GWO method The coefficient of variation of the standard deviation 

of the mean minimum maximum maximum parameter 

Coefficient 

of change 

Standard 

deviation 
average minimum maximum parametr 

0.048 0.0528 1.0992 1.0026 1.1968 Ret 

0.0559 0.719 12.8608 11.71 14.0546 Risk 

 

 
Figure 4. Target function changes in the worst, middle and best execution in the GWO method 

 

 

Table 9. Results of evaluation of algorithms in six identified indicators 

𝐂𝟔 

TIME 

𝐂𝟓 

DM 

𝐂𝟒 

SM 

𝐂𝟑 

MID 

𝐂𝟐 

QM 

𝐂𝟏 

NPS 
   

0.14 
0.0689 0.0329 1.1474 

0.7 4 
Ret 

MOPSO A1 
3.8447 1.7509 15.2988 Risk 

15.46 
0.2013 0.0555 1.114 

0.7 220 
Ret 

GA A2 
2.95 0.809 14.36 Risk 

12.39 
0.1942 0.0528 1.0992 

0.8 115 
Ret 

GWO A3 
2.3446 0.719 12.860 Risk 

 

 

Risk Inferential analysis (test of research 

hypotheses): Wilcoxon statistical test is used to 

compare data in two related groups. Therefore, in the 

following table, a comparison is made between 

MOPSO, GWO and GA algorithms in terms of the 

value of the objective function:                                                             
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Table 10. Answer of the objective function of MOPSO, GWA and GA algorithms in consecutive iterations  

GWO GA MOPSO 
 تکرار

RISK RET RISK RET RISK RET 

12.55 1.06 13.98 1.08 14.87 1.103 1 

13.43 1.089 14.24 1.098 14.72 1.08 2 

12.56 1.087 14.08 1.089 13.03 1.019 3 

13.85 1.093 14.21 1.079 15.21 1.061 4 

12.82 1.096 14.05 1.074 13.54 1.084 5 

13.76 1.154 14.11 1.074 12.32 1.016 6 

13.77 1.1 14.02 1.079 13.57 1.093 7 

12.61 1.049 14.02 1.068 12.09 1.004 8 

13.88 1.117 14.06 1.119 13.97 1.039 9 

12.41 1.053 14.06 1.108 14.07 1.08 10 

13.52 1.091 14.25 1.09 14.35 1.072 11 

13.82 1.129 14.02 1.079 13.34 0.999 12 

13.76 1.107 14.27 1.102 14.32 1.082 13 

13.34 1.12 13.87 1.068 13.52 1.095 14 

13.67 1.104 14.1 1.09 13.75 1.07 15 

12.99 1.08 14.22 1.097 14.35 1.027 16 

12.62 1.059 14.1 1.075 14.87 1.234 17 

12.46 1.058 13.70 1.098 13.62 1.037 18 

12.29 1.057 14.02 1.063 14.57 1.05 19 

12.87 1.081 14.25 1.094 13.91 1.088 20 

13.12 1.08 14.15 1.087 14.39 1.027 21 

13.57 1.108 13.9 1.096 14.9 1.109 22 

13.2 1.116 14.18 1.09 14.83 1.03 23 

13.44 1.109 13.89 1.17 14.3 1.059 24 

12.8 1.103 14 1.1 13.74 1.047 25 

 

 

Hypothesis zero in this test indicates no difference and 

the opposite hypothesis indicates the existence of 

difference. Therefore, in this section, a comparison of 

the performance of portfolios obtained from genetic, 

particle aggregation and gray wolf algorithms in 

optimizing the risk model is presented.                                                                                                                                                                           

Hypothesis number one: The meta-heuristic 

optimization algorithm of particle masses does not 

have the same efficiency compared to the gray wolf 

algorithm for assessing the integrated risk of the 

banking system.                                                                                                                                                                

H0: Particle mass meta-heuristic optimization 

algorithm has the same efficiency compared to the 

Gray Wolf algorithm for assessing the integrated risk 

of the banking system.                                                                    

 H1: Particle mass meta-heuristic optimization 

algorithm does not have the same efficiency compared 

to the Gray Wolf algorithm for assessing the integrated 

risk of the banking system.                                           

  

 

 

Ranks  N Mean Rank Sum of Ranks 

 Negative Ranks 21a 13.57 285.00 

 

Positive Ranks 4b 10.00 40.00 

 
Ties 0c   

Total 25   

a. GWO.Risk < MPSO.RISK    

b. GWO.Risk > MPSO.RISK    
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Ranks  N Mean Rank Sum of Ranks 

 Negative Ranks 21a 13.57 285.00 

 

Positive Ranks 4b 10.00 40.00 

 
Ties 0c   

Total 25   

a. GWO.Risk < MPSO.RISK    

c. GWO.Risk = MPSO.RIS    

Test Statisticsb 

GWO.Risk - MPSO.RISK 

Z -3.296a 

Asymp. Sig. (2-tailed) .001 

a. Based on positive rank 

b.Wilcoxon Signed Rank Test 

 

 

Wilcoxon test results table for the first hypothesis: 

As can be seen from the Wilcoxon test results, the 

value of the significance number (Sig) is less than 

0.05, so at the 95% confidence level we can claim that 

the null hypothesis is rejected and the hypothesis one 

is based on method efficiency inequality. The particle 

mass is verified in comparison with the gray 

algorithm.      

                                                                       

 Hypothesis 2: Particle mass optimization algorithm is 

not as efficient as the genetic algorithm for assessing 

the integrated risk of the banking system 

H0: Particle mass meta-heuristic optimization 

algorithms have similar efficiency compared to genetic 

algorithms for integrated banking risk assessment.                                                                                                       

H1: Particle mass meta-heuristic optimization 

algorithm is not as efficient as the genetic algorithm 

for assessing the integrated risk of the banking system.  

                                                                                                 

 Ranks N Mean Rank Sum of Ranks 

MGA.RISK - 

MPSO.RISK 

Negative Ranks 13a 11.23 146.00 

Positive Ranks 12b 14.92 179.00 

Ties 0c   

Total 25   

a. MGA.RISK < MPSO.RISK    

b. MGA.RISK > MPSO.RISK    

c. MGA.RISK = MPSO.RISK    

 

Test Statisticsb 

MGA.RISK - MPSO.RISK 

Z -.444a 

Asymp. Sig. (2-tailed) .657 

a. Based on negative ranks. 

b. Wilcoxon Signed Rank Test 

 

 

Wilcoxon test results table for the second 

hypothesis: As can be seen from the Wilcoxon test 

results, the value of the significance number (Sig) is 

greater than 0.05, so at the 95% confidence level we 
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can claim that null hypothesis is confirmed and 

hypothesis one is based on the inequality of mass 

method efficiency. Particles are rejected compared to 

the gray algorithm. Therefore, particle mass 

optimization method and genetic method have the 

same efficiency in assessing the integrated risk of the 

banking system.                                                                                                                                                           

 Hypothesis No. 3: The Gray Wolf meta-heuristic 

optimization algorithm is not as efficient as the genetic 

algorithm for assessing the integrated risk of the 

banking system.                                                      

 H0: The gray wolf meta-heuristic optimization 

algorithm has the same efficiency compared to the 

genetic algorithm for assessing the integrated risk of 

the banking system.                                                                                                                                                                          

 H1: The Gray Wolf meta-heuristic optimization 

algorithm is not as efficient as the genetic algorithm 

for assessing the integrated risk of the banking system

.                                                                                                                  

 

Ranks 

  N Mean Rank Sum of Ranks 

GWO.Risk - MGA.RISK 

Negative Ranks 25a 13.00 325.00 

Positive Ranks 0b .00 .00 

Ties 0c   

Total 25   

 

a. GWO.Risk < MGA.RISK 
   

b. GWO.Risk > MGA.RISK    

c. GWO.Risk = MGA.RISK    

Test Statisticsb 

 
GWO.Risk - 

MGA.RISK 

Z -4.373a 

Asymp. Sig. (2-tailed) .000 

a. Based on positive ranks 

.b. Wilcoxon Signed Ranks Test 

 

 

 
 

 Wilcoxon test results for the third hypothesis: As 

can be seen from the Wilcoxon test results, the value 

of the significance number (Sig) is less than 0.05, so at 

the 95% confidence level we can claim that null 

hypothesis rejects and hypothesis one assumes a 

significant difference between risk assessment. There 

is a gray wolf algorithm optimization method 

compared to the genetic method. Hypothesis 4: 

Particle mass optimization algorithm, gray wolf and 

genetics to evaluate the integrated risk of the banking 

system do not have the same efficiency.                                                                                       

H0: Particle mass optimization algorithm, gray wolf 

and genetics are equally effective for assessing the 

integrated risk of the banking system.                                                                                                                            

H1: Particle mass optimization algorithm, gray wolf 

and genetics to evaluate the integrated risk of the 

banking system do not have the same efficiency.                                                                                                       

To test the fourth hypothesis, Kruskal-Wallis test, 

which is a non-parametric test and a series of analysis 

of variance tests, was used. This hypothesis tests the k 

group of a sample of a common statistical population 

or a similar statistical population extracted with 

respect to the means to determine the performance of 

each algorithm.                                                                                                          
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Ranks 

  N Mean Rank 

Risk 1 25 45.34 

 2  25 50.68 

 
3 25 17.98 

Total 75  

Test Statisticsa,b 

Risk  

32.402 Chi-Square 

2 Df 

0.000 Asymp. Sig   . 

a. Kruskal Wallis Test 

b. Grouping Variable Method 

 

Table of results of Kruskal-Wallis test for the 

fourth hypothesis: As can be seen from the results of 

Kruskal-Wallis test in the table above, the value of 

significant number (Sig) is less than 0.05, so at 95% 

confidence level, null hypothesis is rejected and 

hypothesis one is based on efficiency mismatch. The 

three methods of MOPSO, GA and GWO are 

approved in the integrated risk assessment of banks.   

                                                                                                                                                                           

5. Conclusion 
 Results of descriptive statistics of research 

variables: The data used in this research are related to 

the fiscal years 1392 to 1397 of the banks listed on the 

Tehran Stock Exchange. Table 1 shows the average 

initial value of assets and their average rate of return, 

as well as the average initial value of liabilities and 

their average interest rate. The average of total assets 

in 1397 is 670744505 million Rials and the average of 

total debts in the years under review is 182372564 

million Rials. In this study, 4 types of risks are 

considered for banks, which include: market risk, 

operational risk, liquidity risk and credit risk. Market 

risk by assets is presented in the table related to the 

fourth section of the research (research findings), the 

average liquidity, credit and operational risk are 0.12, 

0.16 and 0.0051, respectively. 81.79% of assets have 

risk weights that are selected and finally, based on the 

collected data, the multi-objective optimization model 

is adjusted with two objective functions including 

maximizing returns and minimizing returns and setting 

6 limits.                                                                                

Results of comparing algorithm evaluation indices: 

After reviewing the literature and opinions of experts 

and experts, six indicators of Pareto number, quality 

index, average distance index from ideal point index, 

distance index, diversity index and algorithm 

execution time index as performance evaluation 

indices Algorithms have been identified and 

introduced in this research. After identifying the 

indicators, the values of each indicator in the 

algorithms were calculated and presented. Also, in the 

table related to the results of comparing the evaluation 

indicators of the algorithms, the desired values (final 

decision matrix) were shown in the findings analysis 

section (Section 4). Based on the results of the table of 

comparison of indicators in Section 4, it was found 

that the GWO method offers better efficiency in 

optimizing the objective function (maximizing returns 

and minimizing risk).                 

Results of inferential analysis (test of research 

hypotheses): In this study, to evaluate the integrated 

risk of the banking system, we examined the efficiency 

of three methods of particle mass algorithm, genetics 

and gray wolf to enumerate the possible benefits of the 

more efficient method. According to the obtained 

results, the efficiency of the gray wolf method is 

higher than the other two methods. The algorithms 

were evaluated in terms of six indicators of Pareto 

number of answers, quality index, mean distance index 

from ideal point index, distance index, diversity index 

and execution time index of the algorithm, which 

indicates better indicators of gray wolf algorithm in 

solving this problem. Wilcoxon statistical test also 

shows better performance of GWO method than other 

two methods.                                  

Hypothesis.1: The meta-heuristic optimization 

algorithm of particle masses does not have the same 

efficiency compared to the gray wolf algorithm for 
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assessing the integrated risk of the banking system. 

The results of the Wilcoxon test in the Analysis of 

Findings section (Section 4) indicate that the 

efficiency of the particle mass method and the gray 

wolf algorithm for assessing the integrated risk of the 

banking system is heterogeneous. The gray wolf 

algorithm provides better evaluation indicators in 

problem solving than the particle mass algorithm.                                                     

Hypothesis.2: Particle mass optimization algorithm 

has the same efficiency compared to the genetic 

algorithm for assessing the integrated risk of the 

banking system. The results of the Wilcoxon test in the 

analysis of the findings show that the efficiency of the 

particle mass method and the genetic algorithm for 

assessing the integrated risk of the banking system are 

similar. Genetic algorithm and particle mass algorithm 

provide homogeneity evaluation indicators in problem 

solving.                                   

Hypothesis.3: The Gray Wolf meta-heuristic 

optimization algorithm is not as efficient as the genetic 

algorithm for assessing the integrated risk of the 

banking system. The results of the Wilcoxon test in the 

analysis of the findings show that the efficiency of the 

gray wolf method and the genetic algorithm for 

assessing the integrated risk of the banking system is 

heterogeneous. The gray wolf algorithm provides 

better evaluation indicators in problem solving than 

the genetic algorithm.                                         

Hypothesis.4: Particle mass optimization algorithm, 

gray wolf and genetics to evaluate the integrated risk 

of the banking system do not have the same efficiency. 

The results of Kruskal-Wallis test in the analysis of 

findings (Section 4) show that the efficiency of particle 

mass method, gray wolf and genetic algorithm for 

assessing the integrated risk of the banking system is 

heterogeneous. Gray wolf algorithm has better stability 

and convergence and less execution time than particle 

mass and genetic algorithms and provides more 

appropriate evaluation indicators in problem solving.                                         

Practical suggestions for research results:  

*The present study, as a research in the theoretical and 

practical field, seeks to provide optimal solutions and 

sub-optimal solutions to minimize the risk of assets 

and liabilities and maximize the return on assets with 

the desired limitations.                                                                                                               

* In the theoretical field of the present study, those 

interested in portfolio optimization topics, the 

possibility of using intelligent methods in obtaining 

optimal answers and optimal sub-answers.                  

* In the field of application, the present study, by 

positively evaluating the quality of the optimal sub-

responses of the risk and return model, proposes the 

gray wolf algorithm method to the banks to calculate 

the optimal risk and return policy.   

                                                                                                                                                                          

Recommendations for future researchers:  

Recommended for future researchers: * Solve the 

model while adding other constraints of the model and 

compare the results. * Compare Iranian and foreign 

risk and returns by examining Iranian and foreign 

banks simultaneously. * Solve the problem in this 

research with other optimization methods of meta-

heuristic algorithms and compare them. Research 

Limitations: Due to the selection of the period from 

1392 to 1397 due to the availability of information 

required by banks listed on the stock exchange, there 

was no restriction in this area.                                                                                                       
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