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ABSTRACT

The aim of the present study is to identify the financial, economic and structural components effective in
preventing financial frauds. Heeding the issue of fraudulent financial reporting in the country, considering the
increase in the number of companies admitted to the Tehran Stock Exchange, the membership of the Stock
Exchange and Securities Organization among the members of the International Organization of Securities
Commissions, the requirement to improve the quality of financial information, special attention to attracting
foreign investors are deemed necessary in the post-sanction conditions and the continuation of the privatization
process in the country. The statistical population of this study is all the companies accepted in the Tehran Stock
Exchange from 2010 to the end of 2011, and their number is 570 companies. The hypothesis of the research is to
evaluate the effectiveness of discovering the possibility of fraud in financial statements using the Morchegan
algorithm in comparison with the regression method, neural network, K average and genetic algorithm. The
results indicate that the performance of the Morchegan algorithm is based on entropy in the correct classification.
Companies are similar to the performance of the genetic algorithm. The error in the classification of companies in
the entropy-based Morchegan algorithm is significantly more than the error in the classification of companies
using logistic regression methods and the neural network algorithm. The entropy-based algorithm in identifying
companies suspected of fraud. It works significantly less successfully than the K-means method. The distance-
based Morchegan algorithm is significantly more unsuccessful than the logistic regression method in correctly
identifying companies as suspected fraud companies.

Keywords: Financial, Economic Components, Financial Frauds.
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1. Introduction

Heeding the issue of fraudulent financial reporting in
the country, considering the increase in the number of
companies admitted to the Tehran Stock Exchange, the
membership of the Stock Exchange and Securities
Organization among the members of the International
Organization of  Securities Commissions, the
requirement to improve the quality of financial
information, special attention to Attracting foreign
investors are deemed necessary in the post-sanction
conditions and the continuation of the privatization
process in the country. Despite the aforementioned
necessity, the lack of a legal institution to discover and
publicly announce cases of fraud in financial reporting
and the lack of consensus among experts and elites
regarding the definition of examples of the risk of
fraud in financial statements, in addition to creating
opportunities for fraudulent companies to abuse more,
is a fundamental limitation in research in the field. has
created fraud. This limitation can be seen in the
previous research conducted in the country, Therefore,
the previous researches have used examples of
identifying fraudulent financial statements in the form
of tastes and based on the judgment of the researcher.
Rezaei and Riley (2019) believe that the extent of
fraudulent financial statements has created concerns at
the public level and has undermined public trust in the
financial reporting process and audit performance.
This phenomenon threatens the quality, integrity and
reliability of the financial reporting process, and brings
economic losses to investors and creditors. Joseph
Wells (2015), the founder and president of the
Association of Official Fraud Examiners, also states in
the introduction to the second edition of the book
"Fraudulent Financial Statements” that fraudulent
financial statements have become an increasingly
serious problem for governments, investors and
businesses in the last century, which It gradually
undermines public confidence in the capital market,
corporate leaders and the auditing profession.
Financial statements are a basic document of a
company that shows its financial status (Ravisonkaro
et al., 2018). Financial statements are the main basis
for decision-making in a large part of investors,
creditors and other persons who need accounting
information, as well as expressing It is a special aspect
of business performance, financial status and social
responsibility of our company. Fraudulent financial
statements are intentional and illegal acts that lead to

misleading financial statements or misleading financial
disclosures. Shareholders are unknowingly affected by
misleading reports (Elliott and Wellingham, 2017).
However, in recent years, cases of fraudulent financial
statements have become increasingly serious (Yeh et
al., 2015). Considering these incidents, it is important
to be able to detect fraudulent behavior before it
occurs. Cavic is the key tool for dealing with complex
data analysis and classification. This tool summarizes
the valuable information hidden in large amounts of
data for analysis into a structured model to provide a
reference for decision making. Data mining has many
different functions, such as classification, association,
clustering and prediction (Ceifert, 2019). The
classification function is often used. Classification
results can be used as a basis for decision making and
for forecasting purposes. Fuzzy financial statements
can be viewed as a typical classification problem
(Kirkes et al., 2018). The classification problem
involves performing calculations using variable
features from some known classification data in order
to derive rules. Classification is relevant. After that,
the unknown classification data is fed into the rules to
achieve the final classification results. Data mining is
an iterative process where progress is defined by
discovery either through automated or manual
methods. It is most useful in an exploratory analysis
scenario where there is no preconceived notion of what
is not a "preferred"” result. Many law enforcement and
special investigative units whose mission is to identify
fraudulent activities have successfully used data
mining. However, as opposed to other researched
fields such as predicting bankruptcy or financial
dissatisfaction, research on the use of DM methods has
been used for the purpose of detecting management
fraud. The operational definition of fraud risk in
financial reporting is a research gap. The current
research seeks to present a comprehensive model of
fraudulent financial reporting in the country and
develop its detection methods. According to the
mentioned materials, the main problem of the research
can be stated as follows. Zhao and Kapur (2023)
investigated the effectiveness of data mining methods
such as logistic regression, decision tree, neural
network and Bayesian networks. In addition, they
adapted data mining methods to new fraud schemes.
The results of their research confirm the successful
performance of data mining methods in discovering
fraudulent financial reporting. Advanced detection
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methods with new fraud designs were more efficient
and effective than other models.K Roux and
colleagues (2023) investigated the performance and
efficiency of decision tree methods, artificial neural
network and Bayesian speculative network as data
mining techniques in detecting fraud in financial
statements. The variables of this research include
ratios obtained from financial statements. The results
of this research have confirmed the efficiency of data
mining methods in discovering the fraud of financial
statements, so that the Bayesian speculative network
method has the most efficiency in this field.

In view of the significant losses and severe
damages that have been and will be inflicted on the
economy of the countries of the world due to "fraud"
and also considering the increasing impact of the audit
reports of companies on the stability of financial
markets, in recent years, extensive efforts have been
made to improve audit operations. Tools and
techniques have been designed so that auditors can
perform their audit operations with the help of
computers. Salem, (2019) that one of these techniques
and tools is "expert systems". Therefore, since the last
decade, the desire to use the systems that they call
"expert systems" has increased widely. The main
difference between these software-data systems that
process information and other software is that expert
systems process knowledge, while other software may
only process data and information. Mahdavi and
Gharmani, (2022).0ne of the most important tools that
can be used as a support for auditors to assess fraud is
artificial neural networks (ANNS). These networks are
one of the broad and widely used branches of artificial
intelligence that regulate and explore methods and
algorithms based on which computers and systems
gain the ability to learn from past experiences.
Machine learning methods are divided into three
categories:  “supervised learning”, "unsupervised
learning" and "reinforcement learning”, each of which
is subject to its own model and method. Ismailpour et
al., (2021).

"What are the examples of the risk of fraud in
financial statements in the country and which method
is suitable to discover it?"

Foreign Research Background

Alia and et al (2023) 1 The effects of variables such as
financial goals, financial stability,  pressure
externalities, inefficient supervision, dual duties of the

CEO and political connection in financial reporting
investigated fraudulently. The results of their research
using multiple regression analysis

was analyzed and showed that the financial stability
and the dual duties of the CEO can be used to detect
fraud in financial reporting. However, financial
objectives, external pressure, supervision Inefficient,
political connection and continuity of the company's
activity cannot be used to detect fraud in reporting
Financially used.

Rasouli Pareshkoh et al. (2023) investigated the
relationship between audit quality, stability and
financial goal with the possibility of fraud in financial
statements. The results of the research showed that
there is a negative and significant relationship between
audit quality and the possibility of fraud. In other
words, with the increase in audit quality in the
company, the possibility of fraud in financial
statements is reduced. Also, the research findings
showed that stability and financial goal encourage
fraud in the company. Based on the results of the
research, the hypothesis of personal interests is
accepted in the Tehran Stock Exchange.

Yusef and Lai (2023), in a study titled
"Application of Fraud Models in Malaysian Stock
Exchange Companies”, investigated the possibility of
financial statement fraud in Malaysian stock
companies using the Fraud Triangle Model, the Fraud
Diamond Model, and the Fraud Pentagon Model. gave
The results of this research introduce measurable
criteria and new fraud risk factors such as greed and
ignorance.

In a research, Tajiknia et al. (2023) investigated
the cost of not choosing profit management of follower
companies in response to the fraudulent financial
reporting of the leading company. The results of the
test show the existence of a relationship between not
performing profit management and a reduction in the
benefits of senior management. In the periods when
companies are faced with the motivation of this action
and refuse to perform profit management, they
experience a decrease in the benefits of their senior
managers, and also the cost of capital in companies
without profit management is facing a decrease, but
based on the results, this decrease cannot be attributed
to not choosing the option. Earnings management
generalized and no significant relationship was
observed between reducing the credit rating and not
choosing the earnings management option.
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Khoshbakht et al. (2023) investigated religiosity,
accountants' professional ethics and financial reporting
frauds in a research. The findings showed that
accountants' religiosity has a negative and significant
effect on financial reporting frauds and has a positive
and significant effect on accountants' professional
ethics. Also, religiosity causes accountants' to have a
higher moral level, and this higher moral level is an
effective factor in reducing fraud in financial reporting
by accountants' , which shows that the professional
ethics of accountants' explains the relationship
between their religiosity and reporting frauds.

Melki Kakler et al. (2022) in a research
investigated the presentation of the developed
pentagonal model of fraud in financial reporting with
an emphasis on the structure of internal controls. The
findings of the research show that the variables of
pressure, opportunity, justification, capability and
structure of internal controls have no significant effect
on fraudulent financial reporting.

Shah Moradi and Tabatabaei Nesab (2022)
investigated the impact of audit quality on the
relationship between economic uncertainty and profit
management caused by accruals in companies listed on
the Tehran Stock Exchange. The analysis of the results
indicates that in the economic uncertainty, the use of
large auditing companies and the increase in tenure
lead to a decrease in profit management. In addition,
the provision of non-standard audit reports has
strengthened the direct impact of economic uncertainty
on corporate profit management.

Muhammad and Schachler (2022) in a case study
in Malaysia, through interviews with managers,
auditors and legislators, have examined the potential
methods of combating, detecting and interacting with
fraud in financial statements. The results of their
research emphasize the importance of developing
internal (control) systems to prevent and detect
fraudulent financial reporting.

Lin and colleagues (2022) investigated the
efficiency of logistic regression, decision tree, and
artificial neural network models. The results of their
research confirm the efficiency of neural network and
decision tree models in comparison with logistic
regression. A significant point in their research is the
correct classification rate of more than ninety percent
of fraudulent companies in the use of neural networks.

Kanapina and Grondin (2021) proposed a model to
detect fraud in financial statements by means of

financial ratios. They studied 18 fraudulent financial
statements and 480 non-fraudulent financial statements
(whose audit report was acceptable) using the logistic
regression model. The results of their research have
confirmed the effectiveness of the presented model in
predicting fraudulent financial reporting.

Orgin and Odom (2021) analyzed the cost benefit
of the punishments considered in the Sarbanes-Oxley
law, and investigated its deterrent power in preventing
fraudulent financial reporting. The results of their
research showed that the increase in prison time and its
economic consequences in the life of criminals (such
as the loss of job opportunities) have increased the
deterrent power of the law.

In a research, Rezaei (2020) has emphasized the
role of accounting in this field and introduced
strategies to prevent fraud by examining cases of fraud
in financial statements. In addition, he has examined
the role of Sarbanes-Oxley law in improving corporate
governance and improving the quality of financial
reporting. He identifies five effective factors in the
occurrence, detection and avoidance of fraud in
financial reporting. These factors are respectively: the
fraudulent person, fraud plan, fraud motivation,
monitoring process and the final results of fraud in
financial statements.

Santoso (2019) predicted the fraud of financial
statements using the diamond fraud model in
Indonesian manufacturing companies. The samples
used in this study included 86 manufacturing
companies that were registered in Bahadur Indonesia
Stock Exchange in 2014-2012. In this study, secondary
data in the form of financial reports of companies were
used. The results showed that variables such as
pressure, opportunity, rationality and ability
simultaneously determine financial statement fraud.
Also, based on the partial test, external variable
pressures, financial goal and financial capability can
also be used to predict financial statement fraud.

Ahmadi et al. (2019) in a research investigated the
presentation of a model for predicting fraudulent
financial statements and comparing financial
statements and ratios with Benford's law. The results
show that according to the accuracy rate of 64.6%, this
model has an effective role in discovering the fraud of
financial statements. Also, the results of T-test and
Lone's test in 35 independent variables examined
showed that there is a significant difference in 20
variables in the cheating and non-cheating groups. In
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addition, compatibility and deviation from Benford's
law were investigated in four different situations and
the following results were obtained: Paying attention
to the figures of the profit and loss statement and the
balance sheet in non-fraudulent companies showed
that Benford's distribution correctly identified non-
fraudulent companies, but incorrectly identified
fraudulent companies as non-fraudulent. Paying
attention to the financial ratio of total assets to sales
and the payment period of accounts payable in
fraudulent companies showed that the Benford
distribution has assessed these companies as fraudulent
and classified them correctly, but has incorrectly
evaluated non-fraudulent companies as fraudulent.

Osenberg et al. (2018) proposed a computational
fraud detection model to detect fraud in financial
statements. The mentioned model uses the approach of
quantifying the information of textual data regarding
the detection of fraud. They checked the performance
of their proposed model with the "Management
Discussion and Analysis" test. Their proposed model
had a successful performance in detecting fraudulent
cases.

Rahimian and Haji Heydari (2018) have
investigated fraud using the modified Benish model
and identified financial ratios sensitive to fraud. In
terms of the method of data collection, the descriptive
research is of the regression analysis type. First, out of
150 companies using Benish's modified model,
fraudulent companies were identified and separated
from non-fraudulent companies, and 25 financial ratios
were selected from among the ratios introduced by
previous researches, and after the implementation of
the Kolmogorov-Smirnov test, 10 The financial ratio
of fraudulent and non-fraudulent companies has been
determined. After running the regression model in
three stages, the results show that the ratio of sales to
total assets and the ratio of equity to total assets are
two financial ratios sensitive to fraud.

Research Method

Statistical Community of Research

The purpose of conducting research is to recognize and
predict a phenomenon in a statistical community. In
order to gain knowledge about that phenomenon,
samples from that population are selected and analyzes
are performed on the selected sample and then the
results obtained are generalized to the entire statistical

population. The statistical population of this research
is all the companies accepted in the Tehran Stock
Exchange from 2010 to the end of 2019, and their
number is 570 companies until the end of 2019.

Research Variables

In order to define the variable of financial fraud, first,
the design and examples of fraud were extracted from
the qualitative part of the research. After designing a
comprehensive model of fraud in financial reporting in
Iran, by referring to the report of the independent
auditor and the legal auditor of sample companies, the
content of the clauses of the auditor's report has been
adapted to the examples of fraud in financial reporting.
If the auditor refers to any of the fraud schemes in
financial reporting, the said financial statement is
suspected of fraud. The independent variable in this
research is defined as 0 and 1. The number 1 is defined
to indicate a suspected fraudulent financial statement
and the number O is defined to indicate a non-
fraudulent financial statement. The variables of the
current research are defined as follows.

Current Ratio

This ratio is calculated by dividing current assets by
current liabilities. The larger the company's current
ratio, the less problems it faces in paying current debts
(Narson, 2015):

. Current Assets
Current Ratio ——————— (1)
Current Liabilities

Periodicals Collection

The receivables collection period shows the company's
management of accounts receivable (Higgins, 2014). If
fraud in financial reporting is of the type of fake
income recognition, it leads to claims that will never
be collected (Cruncher, Riley and Wells, 2011). This
ratio is calculated as follows:

Period Receivables =
365xAverage Account Receivables
Sales Credit

)

Operating Cash to Sales Ratio

The inability of a business entity to generate cash flow
from operations despite reporting profit and profit
growth is one of the risk factors of fraud, which is
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mentioned by the auditing standard 240. In order to
operationalize the definition of this factor, the ratio of
operating cash to sales can be used. This ratio is
calculated as follows:

Cash Operations

Sales to Cash Operations Ratio =
Sales

©)

Debt Payment Period

Cranchler et al. (2019) believe that the debt payment
period is one of the signs of fraud detection risk. This
ratio is equal to the average accounts payable on the
company's credit purchase in 365 days, the calculation
method of which is presented below.

365xAverage Account Payables

Period Payment Debt =

)

Purchase Credit

Inventory Turnover Period

This ratio shows the time it takes for raw materials to
be converted into goods and sold. An increase in the
period of inventory turnover causes an increase in
storage costs, the risk of product scarcity and a
decrease in the market price (Cruncher, Riley and
Wells, 2011). The way to calculate this ratio is
presented below:

365XxAverage Inventory
Sold Goods at Full Price

Circulation Inventory =

®)

Asset Turnover Ratio

The asset turnover ratio calculates the realized sales
per one riyal of assets. This ratio shows the
dependence of sales on assets. Low turnover of assets
means a business dependent on assets, and high
turnover of assets has the opposite meaning (Higgins,
4939). The ratio of turnover of assets is calculated as
follows.

Average Total Assets / Net Sales = Asset Turnover
Ratio (6)

Operating Profit Margin

The profit margin is a part of each riyal of sales that is
added to the profit through the profit and loss
statement. This ratio is especially important for

operational managers. The net profit margin is
calculated as follows:
Profit

Sales / Net Profit = Net

@)

When analyzing profitability, it is necessary to
distinguish between variable costs and fixed costs.
Variable costs change with changes in sales, while
fixed costs remain unchanged. Companies that have a
lot of fixed costs are more vulnerable than other
companies to a decrease in sales because they are not
able to reduce fixed costs with a decrease in sales.
Gross profit margin provides the possibility to
differentiate between fixed and variable costs as much
as possible (Higgins, 2013).

Higgins (2013) believes that the profit margin shows
the organization's pricing strategy and the
organization's ability to control operating costs.
Therefore, he defined the operating profit margin as
follows:

Sales/Operating Profit = Operating Profit Margin
@)

Margin

Efficiency on Equity

The most common measure of financial performance
among investors and senior managers is efficiency on
equity, which is defined as follows (Higgins, 2013).

Net  Profit/Equity =
)

Efficiency on  Equity

Efficiency on Assets

Efficiency on assets is a basic indicator regarding the
effectiveness of allocation and management of
company resources (Higgins, 2014). This ratio is
calculated as follows:

Net Profit/Total Assets = Efficiency on Assets
(10)

The ratio of facilities to capital

This ratio represents the percentage of the company's
capital that is provided through facilities. A high ratio
of facilities to capital means high financial risk and
low flexibility. This ratio is calculated according to the
following relationship (Henri et al., 2013).

Equity + Total Facilities/Total Facilities=Ratio of
Facilities to Capital (11)
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Debt Ratio

With this ratio, the total funds obtained from debts are
calculated (Peri Nervo, 2013). This ratio shows the
percentage of funds secured by debt. This ratio can be
calculated as described below.
Total Assets/Total

(12)

Debt=Debt Ratio

Financial Leverage

This ratio shows the amount of assets supporting each
riyal of shareholders' equity. The amount of financial
leverage indicates the amount of debt used in financing
assets (Henri et al., 2018).
Average Assets/Average
(13)

Equity=Leverage Ratio

Interest Coverage Ratio

Using this ratio, the ability of the company to pay the
loan interest is calculated. Sometimes reducing this
ratio means increasing financial risk. If the amount of
this ratio exceeds a certain level, the lending
organizations demand more interest from the loan
applicant and set tougher conditions (Henri et al.,
2018). This ratio is calculated as described in the
following relationship.

Earnings before Interest and  Taxes/Finance
Charge=Interest Coverage Ratio (14)

Avrticle 141 of the Trade Law

Article 141 of the law amending a part of the
commercial law states that "if at least half of the
company's capital is lost due to losses, the board of
directors is obliged to immediately call an
extraordinary general meeting of shareholders.
Therefore, the issue of liquidation or survival of the
company can be voted on." If the aforementioned
meeting does not vote to liquidate the company, it
must reduce the company's capital to the amount of the
existing capital in the same meeting and in accordance
with the provisions of Article 6 of this law. In case the
board of directors does not invite an extraordinary
general meeting contrary to this article, or if the
meeting that is invited cannot be held in accordance
with the legal provisions, any beneficiary can request
the dissolution of the company from the competent
court." This article states the conditions of dissolution
and bankruptcy of the business unit. To operationalize
the conditions stated in the law, the ratio of

accumulated profit and loss to the capital of the
company can be used. The more this ratio tends to -0.5
and smaller, the more likely the company will be
liquidated.

Accumulated Profit and Loss/Ordinary  Share
Capital=Article 141 of the Commercial Law

Inferential Analysis of Research

In this section, according to the confirmation of the
theoretical adequacy of the research questions of each
of the desired variables, in this section, the suitability
of the model is applied to test the research hypothesis.
Based on the analysis done in the previous section and
also, the study of the paragraphs of the auditor's report
can provide useful information about the possibility of
fraud in the financial statements. In this way,
according to the examples of fraud in financial
reporting, by reading the paragraphs of the auditor and
legal inspector's reports and if the auditor refers to any
of the fraud plans in financial reporting, the said
financial statement is suspected of fraud. The
independent variable in this research is defined as 0
and 1. The number 1 is defined to show the financial
statement suspected of fraud and the number 0 is
defined to show the clean financial statement. Also,
based on the analysis done in the previous section, the
analysis of financial ratios is useful in detecting fraud.
Therefore, the financial ratios of current ratio,
receivables collection period ratio, operating cash to
sales, debt payment period ratio, inventory turnover,
asset turnover ratio, operating profit margin, return on
equity, return on assets, ratio of facilities to capital,
Debt ratio, leverage ratio, interest coverage ratio were
extracted from financial statements. In addition, the
interviewees believed that examining the limitations of
Article 141 of the Trade Law can be useful in
detecting fraud. Therefore, the limitation variable of
Article 141 was defined as the division of accumulated
profit and loss into capital.

Logistic Regression

The Importance of Independent Variables

The importance of independent variables helps to
identify the extent to which the values predicted by the
network are changed by changing the values of the
independent variable. Table 1 shows the importance of
each of the independent variables. Based on this table,
return on equity, operating cash for sale, return on
assets and debt collection period ratio are the most
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important, respectively. The importance of other
variables is less than 40%.

Confusion Table

The results of the Confusion table (based on the
number) obtained from 30 executions of the artificial
neural network algorithm in the evaluation phase are
presented in table 2. Based on the information in table
3, the performance criteria obtained from each
execution of the artificial neural network in the

evaluation stage were calculated. The performance of
the artificial neural network algorithm can be checked
based on the criteria of accuracy, error rate, sensitivity,
specificity and accuracy. Table 3 presents the results
of calculating the performance criteria of the neural
network algorithm. The summary of the results related
to the performance criteria of the artificial neural
network algorithm in the evaluation phase is presented
in table 2.

Table 1 the Importance of Independent Variables Resulting from Artificial Neural Network

Research variables Importance Normalized Significance
Current Ratio Al Y1V%
Ratio of Receivables Collection Period VY £),00p
Operating Cash to Sell AR 1¢,80p
Debt Payment Period Ratio YA V2.6%
Inventory Turnover LY Yo%
Circulation of Assets co Ve Y %
Operating Profit Margin R YV.9%
Return on Equity A Vo %
Return on Assets 2o Ao, 00p
The Ratio of Facilities to Capital R YoY%
Debt Ratio L EA YV %
Financial Leverage AR V4%
Interest Coverage Ratio A Y%
Article 141 AR YY.Y%
Table 2 Results of Artificial Neural Network Algorithm Implementation
Performanc| True False False True Performa True False False True
e Negative | Positive | Negative | Positive nce Negative | Positive | Negative | Positive
1 \YY YA qv Yy IR Y¥A V4 qy Y4
2 Yoy YV A £ VY [¥33 B qy VY
3 VeV Ve 40 Y. YA Yy¢4q 1) Yoo Y.
4 Yo Y. Yol v V4 YE1 \ Yo 3
5 V¥ Yo 4 Yy Y. Ve Y. AA Y.
6 Yoy 3 qy Y. Y Y¥ Y qy Yy
7 (K3 Y 19 oY YY VYo YV Vo R
8 Y¥4 YY va Y. Y) Y ¥R Y) qy Yv
9 114 (2% 1A £y Y¢ YVY ° VoA q
10 YY1 Yo 4 Y Yo V¥ Y. 41 Y.
11 YYY YA v vy Y1 Yot 1 90 1
12 Ve A (3 VY YV Ve Yo A )
13 VY§ Yy Vot Y1 YA [R2% v Yoo K
14 [R3% Y Yoo Y Y4 YYA Y B 3
15 Y. Yo 10 Yy Y. VY. YA Vo oYY
Table 3 Performance Criteria Obtained from 30 Executions of Artificial Neural Network
- Error |Sensitivit Correctn [Performa - Error |Sensitivit Correctn
Performance | Precision Feature Precision Feature
Rate y ess nce Rate y ess
1 ,OAY GEVA Yot AV ey 1 .,044 e YA A4 et
2 vy LYYY it A0 BELN VY BT .,¥44 Ve ,4vo .,080
3 o .,¥40 Ve SOy ©,0AA YA et Lran R LS Vge
4 L,0AE i Y YD LY 14 .,04¢ et E] 49 Ve
5 ,0A GEYS oYY LAY +,0Y0 Y. +,04, eV Yot LAY E V000
6 GUVA YAY VY BEER +,0MA Yy ©,0AA LY .,YYo AT .,01Y
7 BEER AL AT v o YY GUA O YAY GYEA GAYY .,04yv
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Performance | Precision ir;;)er Sens;twlt Feature Co;zzctn Per;g;ma Precision irart(;r Sens;tlvn Feature Cozgictn
8 BETE BEZY) LYY +,AOA AL Yy g .,ran LYYV BERR BETH
9 BRI .,ray YAV .,y N Y¢ BEER YA vy Y2 ey
10 .,04. e VY LAY BETE Yo <0 604 GYYA O ATA e
11 BEER LY IR LAV . ,ovY Yv BEER YAS v ,h09 NERTS 0
12 +,0M) EK! VY NEYE EEX Yv v LYV YA V,AE4 008
13 ,08Y TS Y AEE .,0or) YA 0N GEY 044 .,40) BEEK)
14 .0V Eve BT +,4v4 0 Y4 YA YVY YAt A .,0v4
15 YT .,ron YTV ©,ATA 014 Y. Y. YA .,Y44 AV EYH

Table 4 Summary of Artificial Neural Network Performance
N;;;];lifve ngltsiie NE;;?:?VG P;)rsrigi?/e Accuracy |Error Rate | Sensitivity | Specificity | Accuracy
Mean VYV VALY AA,Y Yo,y Y .,ra LYY AN ©,0A
Max. YVY (2% VoA oY T ., €0 GET .,44 Vo
Min. ARR \l o A V08 oYY AR DA 8
SD VY, Y 9,1 'YLy VY, Y Yo Y XY et et

K Mean Method
MATLAB software has been used to implement the K-
means clustering method. The results of the Confusion
table (based on the number) obtained from 30 times of
K-means clustering method are presented in table 5.

error rate, sensitivity, specificity and accuracy are
presented in table 6.
The summary of the results related to the performance
criteria obtained from 30 executions of the K-means

clustering method is presented in table 7.

Table 5 the Results of the Implementation of the K Average Method

Perfg;man Negative Positive Negative Positive Perfz;man Negative Positive Negative | Positive
1 263 264 175 200 16 263 264 175 200
2 264 263 200 175 17 263 264 175 200
3 264 263 200 175 18 264 263 200 175
4 264 263 200 175 19 263 264 175 200
5 263 264 175 200 20 263 264 175 200
6 264 263 200 175 21 264 263 200 175
7 264 263 200 175 22 263 264 175 200
8 263 264 175 200 23 263 264 175 200
9 264 263 200 175 24 263 264 175 200
10 264 263 200 175 25 264 263 200 175
11 264 263 200 175 26 eyo 12 358 7
12 263 264 175 200 27 263 264 175 200
13 264 263 200 175 28 263 264 175 200
14 264 263 200 175 29 263 264 175 200
15 263 264 175 200 30 263 264 175 200

The performance criteria obtained from 30 executions of the K-means clustering method including accuracy,

Table 6 Performance Criteria Obtained from 30 Executions of K Average Method

Performa Error |Sensitivit | Specificit | Correctn | Performa Error |Sensitivit | Specificit | Correctn
Accuracy P Accuracy P
nce Rate y Y ess nce Rate y y ess
1 0.513 VEAY o7 ,£44 GETY 1 oY EAY ovy .,444 GET)
2 EAY V00 ALY 000 i VY oY VEAY ovy .,444 GET)
3 EAY V00 ey 00 i YA GEAY VoY ey V000 i
4 EAY V00 ALY 000 i 14 oY VEAY ovy .,444 GET)
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Performa Error |Sensitivit | Specificit | Correctn | Performa Error |Sensitivit | Specificit | Correctn

Accuracy P Accuracy P
nce Rate y y ess nce Rate y y ess
5 V00 GEAY .ory . ,499 AT Y. VoY GEAY . ,orY . ,£49 AT
6 L EAY Loy eV o) s Y VEAY o0y Aty 00 G
7 VL EAY oY eV 000 i YY VoY GEAY . ,orY . ,£49 GETY
8 oY GEAY . ovY ,444 GEFY YY V,00Y EAY 0Ty ,4449 GETY
9 L EAY Loy Gy 000 i \ V00 EAY 0Ty ,4449 GETY
10 L EAY Loy Gy 00 i Yo VEAY G0Ny ALY 00 Gt
11 L EAY Loy ey 00 i Y1 .,ova ©,0Y) NERE ©AvY YA
12 0Ny EAY ,ovY +,444 EFY Yy V00 EAY .,orY ,444 GETY
13 L EAY Vo0 AN 00 i YA V,00Y EAY .,orY ,444 GETY
14 L EAY Vo0 AN 00 i Y4 .00y EAY .,orY ,444 GETY
15 0Ny EAY CovY +,444 EYY Y. V00 EAY .,orY ,444 GETY

Table 7 Summarizes the Performance of the K Average Method
True False False True Error o e
: Lo . A Accurac Sensitivity |Specificity | Accurac
Negative | Positive | Negative | Positive y Rate 137 |1 b Y

Mean ARA Yoo 4y YAY,Y V00 ¢4 EAY v,0) A

Max. oyo Y1t YA Yoo .0V .,00 . ,oFY Ay EY

Min. Yy VY VYo v EA ey X! .,0 oY

SD £0,9 £0,4 Yo,¢ Yo,¢ o) oY «,v 90 04 oY

Genetic Algorithm

For the implementation of the genetic algorithm, the
merit function is defined as the sum of the distances of
the data to the center of each cluster. The number of
chromosomes is equal to 200%, the intersection is
equal to 90%, and the percentage of mutation is equal
to 10%. 4- is provided.

0**

Suitability Repetition

Diagram 1 sensitivity analysis diagram of the
maximum number of repetitions and the convergence
process of the genetic algorithm.

Based on the sensitivity analysis of the parameter of
the maximum number of repetitions, by increasing the
number of repetitions of the algorithm, the results
obtained from the implementation of the genetic
algorithm improve. The process of improving the
results continues until the 600th repetition and after
that no improvement in the results is observed.
Therefore, the parameter of the maximum number of
repetitions equal to 600 repetitions has been selected.
The results of the anxiety table obtained from 30
executions of the genetic algorithm are presented in
Table 4-31.

Based on the information in table 8, the performance
criteria obtained from each execution of the genetic
algorithm was calculated. The performance of the
genetic algorithm can be checked based on the criteria
of accuracy, error rate, sensitivity, specificity and
accuracy. Table 9 presents the results of the
calculation of the performance criteria of the genetic
algorithm. The summary of the results related to the
genetic algorithm performance criterion is presented in
table 10.
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Table 8 Results from the Implementation of the Genetic Algorithm
Performan True False False True Performan True False False True
ce Negative Positive Negative Positive ce Negative Positive Negative | Positive
1 oVY Vo Y. B R oYo Y YVY Y
2 oY1 V[ TV Y VY 3K A Yve )
3 oy VY Y VY YA ovY ° YV )
4 oY1 ) TV ) K] ovY ° YV )
5 oY1 ) TVY Y Y. ov. v TV ¢
6 £AY <. Yo Y¢ Y ovy . YVY Y
7 oYo Y TVY Y YY ov) 1 Yve .
8 TAO yEY Yve Yo Yy oy ) YV )
9 o Yv Yo Ve ¢ oYY B vy A
10 oYe Y Yvy Y Yo AR . Yve )
11 ¢40 Ty Yoy Y¢ Y1 oy \ YVY Y
12 oYy . 33 ) Yv £TA °q rYY £y
13 TIA yoq Yva 41 YA oY1 \ rVY Y
14 £eY Ao 3 ) Y4 ovs Y Yvo .
15 oYo Y YVY Y Y. vy RE YA 90
Table 9 Performance Criteria Obtained from 30 Executions of the Genetic Algorithm
Performanc| Accurac | Error | Sensitivi | Specifici |Correctn| Perform | Accurac | Error | Sensitivi | Specifici [Correctn
e y Rate ty ty ess ance y Rate ty ty ess
) V,0AE EVT RN +,avyY 00 1 V0N TR Y- +,991 V00
Y NN e NN ¢ ©,99A 0 VY v,ov1 EYE ey ©,qA0 0.168
Y «,0A¢ AR v, Yo +,4ve  ,00 YA v ,0A EY e Y +,49) DA%
¢ Y} eV R «,99A 00 14 ,0A EY Y +,49) oy
° «,0A0 EVe e ©,99A Gy Y. ©,0A) AR YRR VAAY AR AT
r v,eny EYY g V,AvE V,¥Voe Yy oA TR Y- Yyven Yyven
% v ,0M¢ eV Y- +,441 - YY «,0YA EYY RN +,4A4 R
A .,0%q e ©, Y14 YT ENT Yy «,OAE AR ey ©,49A 00
q .,010 ., Ev0 Yy 444 YV ¢ c,ov AR GeYy ©,AvY GYEA
A «,0A¢ e v,000 +,441 “,0u Yo +,0A0 8o Y ABEEK) ABEEK)
VY v, 0Vo AT Ve +,474 AT Y1 «,0A0 AT Va0 +,49A Y
VY v, 0A0 AT N Y0 Y0 Yy .,0%0 . EYo GAVY L AAY eV
VY 00 < EAT Yo TAA YV YA «,0A0 AL a0 490 N etY
V¢ .,0v¢ A% G eAY AT LYy Y4 BNIN GEYA | e 64
Vo ,0A¢ AR 00 NCER 0 Y. 00y EAA o Yov BRCE YVY
Table 10 Summary of Genetic Algorithm Performance
True False False True S i
: o . o Accuracy |Error Rate| Sensitivity | Specificity |Correctness
Negative Positive Negative Positive Y Y| Sp Y
Mean 04,0 Y1,0 YoA,A VLY v,ovY G EYY ety N v iov
Max. oYy e Tvo Yo «,0A1 EAA o,y Yoo Yoo
Min. vy . Yve . ©,00Y GEVE [FRR N 59555
SD £V, Y £V,Y Y4, Yq,¢ LY AT VYA LW Yoy

Distance Based Morchegan Algorithm
To implement the algorithm of Morchegan based on
distance by trial and error method, the initial value of
the number of Morchegan was defined as 200
Morchegan. One of the performance evaluation criteria
of innovative algorithms is its convergence process.
The process of convergence and improvement of the

results in the algorithm of Morchegan based on the
distance is presented in the graph 2.
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Suitability Repetition
Diagram 2 is the sensitivity analysis diagram of the
maximum number of repetitions and convergence of
the distance-based Morchegan algorithm.
The results of the disturbance table (based on the
number) obtained from 30 times of running the
distance-based Morchegan algorithm are presented in
table (11). Based on the information in table (11), the
performance criteria obtained from each execution of
the distance-based Morchegan algorithm  was
calculated.

The performance of the distance-based Morchegan
algorithm can be checked based on the criteria of

accuracy, error rate, sensitivity, specificity and
accuracy. Table 12 presents the results of calculating
the performance criteria of the distance-based
Morchegan algorithm. The summary of the results
related to the distance based Morchegan algorithm
performance criteria is presented in table 13.

Entropy-based Morchegan Algorithm

To implement the entropy-based Morchegan
algorithm, the initial values of the number of
repetitions and the number of Morchegan have been
determined as in the distance-based Morchegan
algorithm. The results of the disturbance table (based
on the number) obtained from 30 times of running the
entropy-based Morchegan algorithm are presented in
table 14.

Table 15 presents the performance rate of each
entropy-based Morchegan algorithm implementation,
including accuracy, error rate, sensitivity, specificity
and accuracy.

The summary of the results related to the performance
criteria obtained from 30 executions of the entropy-
based Morchegan algorithm is presented in table 16.

Table 11 The Results of the Implementation of the Distance-based Morchegan Algorithm

Performance| 1 TU¢ S e True oo rformance] 17U S REES True

Negative | Positive | Negative | Positive Negative | Positive | Negative | Positive
\ £047] A YV. Vo AR £y v FYY ov
Y £y g YA A4 VY £1¢ y YAA AY
v £14 oA YA4 AR YA 4. 8% ¥y 1.
¢ £V oy Ydo As V4 o)1 N véo v
° £YY q0 Yoo VY. Y. oA q Yeu Y4
7 o) AR YA £y AR £Y) Yer Yry YTA
v CR AR YV TA YY gve oy ¥ Ve
A oY Ve veie | ™) \A £y iy YA a0
q o) AR Yy oY Y¢ o)A q vo) Y¢
) £y g YA A4 Yo 014 A vev YA
1 £9) at VA oV AR £VA vl \E yyo
mAN oo VY vy vy YV £AA \RIN V. 1o
'y o1 Y YY) £5] YA £1Y o YAo .
\H oV ‘Y ve) v ¥4 oLy Ye[ Yyo £A
Yo VY o¢ Ya¢7] AT A 0.0 YY YYA 1A%
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Table 12 Performance Criteria Obtained from 30 Executions of Distance-Based Morchegan Algorithm

Performance Accuragy El{:‘:: Sensitivity Specificiy Correction | Performance Accuracy EI::‘:: Sensitiviey Specificity Correction
1 0623 0373 0280 0871 0.607 16 0610 03%0 0.141 0543 0639
2 0612 0388 0237 0879 0382 17 0611 0389 0232 0.880 0.580
3 0613 0383 0.590 03597 18 0610 0390 0.160 0930 0619
4 0614 0386 0213 0899 0602 19 0605 0395 0080 0979 0732
5 0612 0388 0320 0.820 0558 20 0606 03 04077 0983 0763
6 0.608 0392 0123 05351 054 21 0620 0380 0368 0799 0.366
7 0603 0397 0.101 0960 054 22 0609 03391 0197 0501 0387
] 0603 0397 0083 0973 0689 23 0619 0381 0153 0879 0597
9 0613 0387 0.139 0951 0667 24 0601 0399 0084 0983
10 0612 0388 0237 0879 0582 25 0606 03 04075 0983 0779
11 0.608 0392 0132 0932 0613 26 0613 0387 0360 0793 0533
12 0.606 0354 0.085 0577 0727 7 0613 0387 0173 0526 0625
13 0610 0390 0117 0960 0677 18 0612 0388 0240 0.877 0.581
14 0.608 0392 0.091 0573 0723 19 0603 0393 0123 0934 0.667
13 0614 0386 0216 0.598 0.600 30 0612 0388 0123 03938 0681
Table 13 Summary of the Performance of the Distance-based Morchegan Algorithm
True False False True Error |[Sensitivit |Specificit |Correctn
Negative | Positive | Negative | Positive ARG rate y y ess
Mean A, £Y,¢ K LY BREK) O YAY VY +,414 YD
Max. 3K Y. q Yo YFA EREE .,ra9 YA +,4A0 YVA
Min. VA A YYv Y BEEE) L, Yve Y .,vay .,00¥
SD YA, 4 YA,4 YY,o YY,¥ V000 Va0 AT v, 100 Y

Table 14 Results of the Implementation of the Entropy-based Morchegan Algorithm

Perform True False False True Perform True False False True
ance Negative | Positive |Negative | Positive ance Negative | Positive |Negative | Positive
) 0.0 YY YEA Yv ' 0.0 YY Yov YA
Y Yit YAYL Y. Yyo VY £y 10 YY4 £
Y oYY ° VY £ YA oY) 1 YVY Y
¢ AN 1y YYo o 4 Y4y YY1 YV y1e
° oY) 1 rVY Y Y. oY) ' IA v
N ovY ° IA v Y\ oYY £ rVY YL
v £AY £ rYY £y YY oYo Y YVE )
A oVA q 14 1 Yy oY1 ) Yve Y
q oY, v YV ) Y¢ YAA Yyap V4. YAo
Ve oVA q YV ) Yo oYy ¢ Yve )
" oYY £ YV Y Y1 YT 14 YYY yov
VY oY, v rVY Y YY €4, vy Ty VYL
VY YAT YV yVY YAA YA ot YYL Y4 Y1
Ve £0A 19 rYY £A Y4 soy Ve rYY oY
Yo oYY ¢ YV ) Y. 19 VoA Yo Ve
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Table 15 Results of the Implementation of the Entropy-Based Morchegan Algorithm

Performance Accuracy l?Rr;ur Sesesivity Specificity Correction Performance Accuracy lligur Sesesivity Specificity Correction

1 0.520 -3.413‘- 0.072 0.958 0.551 16 0.580 -3.42‘3“ 0.048 0.958 0.450

2 0.509 0.491 0.573 0.463 0432 17 0.563 0.437 0.123 0877 0.414

3 0.583 0.417 0.011 0.991 0.444 18 0.581 0.419 0.008 0.989 0.333

4 0.565 0.435 0.133 0.873 0.427 135 0.506 0.434 0.440 0.552 0.411

5 0.580 0.420 0.005 0.989 0.250 20 0.574 0.426 0.019 0.970 0.304

6 0.586 0.414 0.019 0.991 0.583 21 0.582 0.418 0.005 0952 0.333

7 0.581 0419 0.115 0913 0.483 22 0.583 0.417 0.002 0.9%6 0.333

8 0.581 0419 0.016 0983 0.400 23 0.584 0.416 0.002 0928 0.500

9 0.578 0422 0.002 0.987 0.125 24 0.524 0.476 0.483 0.546 0436

10 0.5 0425 0.002 0983 100 25 0.581 0.419 0.002 0932 0.200

1 0.581 0419 0.003 0952 0.200 26 0.537 0.463 0.408 0628 0438

12 057 0421 0.005 0987 0222 27 0.558 0.442 0.035 0930 0.260

13 0.537 0.463 0.528 0.543 0.451 28 0.588 0.412 0.069 0.956 0.531

14 0.561 0439 0.128 0.869 0.410 29 0.560 0.440 0.129 0.860 0413

15 0.581 0.419 0.003 0.992 0.200 30 0.542 0.458 0.187 0.795 0.393

Table 16 Summary of the Performance of the Entropy-based Morchegan Algorithm
N:—g;lfcieve ngiltsisle N:;z;iﬁ/e P;)rs'}l:i?/e Accuracy |Error Rate| Sensitivity | Specificity |Correctness
Mean AR 1 Y. £0,. Y ETY Y. ,AAS FTA
Max oY1 YAY YV Yie NN 84 oV ©,49A  OAY
Min. Yit ) V. ) e iV ey ey TN
SD ALY ALY 11,0 1,0 OYY XYY VY NEE Y Yo
Hypothesis Test To choose the right test, the homogeneity of variances

In order to test research hypotheses and compare the
performance of fraud detection methods, the results of
30 executions of each method including accuracy,
error rate, sensitivity, specificity and accuracy have
been compared. To check the validity of the first
hypothesis, the F test or one-way analysis of variance
was used for K independent groups. F test or one-way
analysis of variance is used to test the difference in the
mean of a variable in more than two groups.

Homogeneity of VVariances Test

must be checked first. Therefore, Lone variance
homogeneity test was used. Table 17 shows the results
of the Lone variance homogeneity test. According to
the significance level smaller than 0.05, the results
obtained from Lon's test show that the variance of the
groups for the performance criteria of accuracy, error
rate, sensitivity, specificity and accuracy are not equal.
Therefore, one-way analysis of variance should be
performed with the assumption of heterogeneity of
variances.

Table 17 Homogeneity Of Variances Test

Loon Degree of Degree of Significance
Statistics Freedom 1 Freedom 2 Level
Accuracy YY,AYY ° YV
. YY,aYY ° YV
Sensitivity Error Ty 3 Vi e
Specificity AATRRE e Vv e
Correctness Yoavy 5 174 R
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Research Hypothesis Test
The hypothesis of the research is presented as follows:
To discover the possibility of fraud in financial
statements, Morchegan algorithm is more effective in
comparison with regression method, neural network, K
average and genetic algorithm.

To test the hypothesis of the research, the average
results of 30 times of each of the methods, including
accuracy, error rate, sensitivity, specificity and
accuracy, using one-way variance test and t method.
Two samples have been compared. The two-sample t-
test is a conservative test that compares the pairs of
groups based on the value of the t-statistic. In the
following, the results of the said test are presented in
table (18) for each of the performance criteria of
regression method, neural network, K average, genetic

algorithm and Morchegan algorithm. According to the
significance level smaller than 0.05 for each of the
criteria of accuracy, error rate, sensitivity, specificity
and accuracy, it can be concluded that there is a
difference between the performance of different
regression methods, neural network, K average,
genetic algorithm and Morchegan algorithm in
detecting the possibility of fraud. There is a significant
Morchegan difference.

In order to evaluate the performance of pairs of
fraud detection methods, the results of multiple
comparisons are examined, which are presented in the
following to separate the performance criteria
including accuracy, error rate, sensitivity, specificity
and accuracy.

Table 18 One-Way Variance Analysis

Sum of Squares lD:egree of Average of F Statistics Significance
reedom Squares Level
Between .231 5 0.046 A R
Group L OA YV
Accuracy Within
Group Ya. va
Total
Between Y ° YR AT
Group oA Vi
Error Within
Group Ya. V4
Total
Between ¥,4A4 ° VAA VY,
Group V,4¢) YV BE
Sensitivity Within
Group 0,4y, Yva
Total
Between £,YAT o AYY y+1,4Y4 e
Group V,EvY YV A
Specificity Within
Group o,AVY 1va
Total
Between Y,VVY ° oot YV,0.)
Group Y,oVY YV Ve
Correctness Within
Group o,Y¢o Yva
Total

Accuracy Criterion

Table 19 presents the results of the multiple
comparison of the accuracy criterion resulting from the
one-way analysis of variance test for K independent
groups for the results of 30 times of the regression,
neural network, K average and genetic algorithm and
the Morchegan algorithm in detecting the possibility of
fraud.

Regarding the distance-based Morchegan algorithm,
the significance level greater than 0.05 shows that
there is no significant difference between the average
accuracy criteria of the distance-based Morchegan
algorithm and the neural network method. In addition,
the significance level smaller than 0.05 also shows that
there is a significant difference between the average
accuracy criterion of the distance-based Morchegan
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algorithm and logistic regression methods, K-means
and genetic algorithm. Therefore, the accuracy of the
Morchegan algorithm based on distance is higher than
logistic regression, K mean and genetic algorithm.
Regarding the entropy-based Morchegan algorithm, a
significance level greater than 0.05 shows that there is
no significant difference between the average accuracy
criteria of the entropy-based Morchegan algorithm and
the genetic algorithm. In addition, a significance level
smaller than 0.05 shows that there is a significant

difference between the average accuracy criterion of
the entropy-based Morchegan algorithm and logistic
regression methods, neural network and K average.
Thus, the accuracy of the logistic regression method
and neural network is higher than the accuracy of the
entropy-based Morchegan algorithm and the accuracy
of the entropy-based Morchegan algorithm is higher
than the K-means method.

Table 19 Results of Multiple Comparisons of Accuracy Criteria

e e /¥« Confidence
. P Error Significance Interval
Group 4 Group 8 Difference
¢ and 8 Standard Level Upper Lower
Level Level
) o . RN ey -, VYVYY e AL AR
Morchegan Algorlthm Logistic Regression of K- T v —oein GAYY T s YT | oYY
based on the Distance Means Neural Network
. ) EARRIN ERRAN el Li+qe GVVA
Genetic Algorithm
REARYE BEER? BEEKIR IREAR 0]
Logistic Regression of J My e fY ey Lol | -+ Al
Morchegan Algorithm Neural Network 7m0 BEERIN RERN Creeer] | eV
based on Entropy Average K ey RN EEER L€y Levay
Genetic Algorithm 70 Teeo 7441 Yy R

Error Criterion

Table 20 shows the results of the multiple comparison
of the error criterion resulting from the one-way
analysis of variance test for K independent groups for
the results of 30 times of the regression, neural
network, K average, genetic algorithm and Morchegan
algorithm in discovering the possibility of fraud.
Regarding the distance-based Morchegan algorithm,
the significance level greater than 0.05 shows that
there is no significant difference between the average
error criterion of the distance-based Morchegan
algorithm and the neural network method. In addition,
a significance level smaller than 0.05 shows that there
is a significant difference between the average error
criterion of the distance-based Morchegan algorithm
and logistic regression methods, K average and genetic
algorithm. Thus, the error of the Morchegan algorithm

based on the distance is less than the logistic
regression methods, K-means and genetic algorithm.
Regarding the entropy-based Morchegan algorithm, a
significance level greater than 0.05 shows that there is
no significant difference between the average error
criterion of the entropy-based Morchegan algorithm
and the genetic algorithm. In addition, a significance
level smaller than 0.05 shows that there is a significant
difference between the average error criterion of the
entropy-based Morchegan algorithm and logistic
regression, neural network and K-means methods.
Thus, the error of the logistic regression and neural
network method is less than the error of the entropy-
based Morchegan algorithm and the error of the
entropy-based Morchegan algorithm is less than the K-
means method.

Table 20 the Results of Multiple Comparison of the Error Criterion

95% Confidence
i ignifi Interval
Groupl Group2 Average Difference Error Significance
of Group 1 and 2 Standard Level Upper
Lower Level
Level
logistic regression BERR . Y N
Morchegan Algorithm based on BN ot ATY SeYY oy
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Neural Network
Kave_rage yam v 1A e

on the distance
Genetic algorithm - Ty ¢ -0 vt
Loglstlilt?)egrzssmn of l\:]eural o ot . A o
Network base! gn Morchegan v . oy oo

Algorithm
-y ° ' -eva A
EER

.o ° SRR oYY

Sensitivity Criterion

Table 21 presents the results of the multiple
comparison of the sensitivity criterion resulting from
the one-way analysis of variance test for K
independent groups for the results of 30 times of the
regression, neural network, K average and genetic
algorithm and the Morchegan algorithm in discovering
the possibility of fraud.

Regarding the distance-based  Morchegan
algorithm, the significance level greater than 0.05
shows that there is no significant difference between
the average sensitivity criterion of the distance-based
Morchegan algorithm and the neural network. In
addition, a significance level smaller than 0.05 shows
that there is a significant difference between the
average sensitivity criterion of the distance-based
Morchegan algorithm and logistic regression methods,

K average and genetic algorithm. Thus, the sensitivity
of logistic regression methods and genetic algorithm is
lower than the sensitivity of distance-based Morchegan
algorithm. The sensitivity of the K-means method is
higher than the sensitivity of the distance-based
Morchegan algorithm. Regarding the entropy-based
Morchegan algorithm, a significance level greater than
0.05 shows that there is no significant difference
between the average sensitivity of the entropy-based
Morchegan algorithm, logistic regression, neural
network, and genetic algorithm. In addition, a
significance level smaller than 0.05 indicates that there
is a significant difference between the average
sensitivity criterion of the entropy-based Morchegan
algorithm and the K-means method. Thus, the
sensitivity of the K average method is higher than the
sensitivity of the entropy-based Morchegan algorithm.

Table 21 the Results of Multiple Comparison of the Sensitivity Criterion

95% Confidence
Group Mean L
. Error Significance Interval
Group 1 Group 2 Difference
Standard Level Upper Lower
land 2
Level Level
Logistic Regression Y e o Y NTA
Morchegan Algorithm Neural Network - ey Y1 A SYY AN
based on Distance K Average AR oYY - YA -Yva
Genetic Algorithm AYY AN . STA DA
Logistic Regression ERY Ty ot SRR RRE
Morchegan Algorithm Neural Network AR YA ATA EARR LA
based on Entropy K Average -ray AN . - A -.Yoy
Genetic Algorithm Vi Yo RN - YY AA

Feature Criteria

Table 22 presents the result of the multiple comparison
of the feature criterion resulting from the one-way
analysis of variance test for K independent groups for
the results of 30 times of the regression, neural
network, K average and genetic algorithm and the
Morchegan algorithm in discovering the possibility of

fraud. Regarding the distance-based Morchegan
algorithm, the significance level greater than 0.05
shows that there is no significant difference between
the average feature criteria of distance-based
Morchegan algorithm, neural network and genetic
algorithm. In addition, a significance level smaller
than 0.05 shows that there is a significant difference
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between the mean feature criteria of distance-based
Morchegan algorithm and logistic regression methods
and K mean. Thus, the characteristic of the logistic
regression method is more and the characteristic of the
K-mean method is less than the characteristic of the
distance-based Morchegan algorithm. Regarding the
entropy-based Morchegan algorithm, the significance
level greater than 0.05 shows that there is no
significant difference between the average feature
criteria of the entropy-based Morchegan algorithm, the

neural network, and the genetic algorithm. In addition,
a significance level smaller than 0.05 shows that there
is a significant difference between the mean feature
criterion of the entropy-based Morchegan algorithm
and logistic regression methods, K mean. Therefore,
the characteristic of the logistic regression method is
more and the characteristic of the K-mean method is
less than the characteristic of the entropy-based
Morchegan algorithm.

Table 22 the Results of the Implementation of the Multiple Comparison of the Feature Criteria

95% Confidence
_Average Error Significance Interval
Group 1 Group 2 difference of
group 1 and/2 Standard Level Ueap [l Lower
Level
Logistic Regression -y AR . -»40 -
Morchegan Algorithm based| ~ Neural Network T Ve Yy S A LAY
on Distance K Average KX SA Jeo A
Genetic Algorithm A A ASA -oA4 YA
Neural Network - Ay Y4 e, _ay Y
Morchegan Algorithm based| Logistic Regression ey 594 - Ay Ay
on Entropy K Average ¥4 EANE . AR Ve
Genetic Algorithm S v ATy IERE R

Correctness Criteria

Table 23 presents the results of the multiple
comparison of the accuracy criterion resulting from the
one-way analysis of variance test for K independent
groups for the results of 30 times of the regression,
neural network, K average and genetic algorithm and
the Morchegan algorithm in discovering the possibility
of fraud.

Regarding  the  distance-based = Morchegan
algorithm, the significance level greater than 0.05
shows that there is no significant difference between
the average feature criteria of the distance-based
Morchegan algorithm and the neural network. In
addition, a significance level smaller than 05.05 shows
that there is a significant difference between the
average accuracy criteria of the distance-based
Morchegan algorithm and logistic regression methods,
K average and genetic algorithm. Therefore, the
accuracy of the distance-based Morchegan algorithm is
less than the logistic regression method and more than
the K-means and genetic algorithm methods.
Regarding the entropy-based Morchegan algorithm, a
significance level greater than 0.05 shows that there is
no significant difference between the average accuracy

criteria of the entropy-based Morchegan algorithm, the
K-means method, and the genetic algorithm. In
addition, the significance level smaller than 0.05 also
shows that there is a significant difference between the
average accuracy criterion of the entropy-based
Morchegan algorithm and the methods of logistic
regression and artificial neural network. Therefore, the
accuracy of the entropy-based Morchegan algorithm is
lower than the logistic regression method and the
artificial neural network. Based on the findings of this
section regarding the performance of the distance-
based Morchegan algorithm and the entropy-based
Morchegan algorithm, the first hypothesis of the
research cannot be confirmed.
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Table 23 Results of the Multiple Comparison of Accuracy Criteria

95% Confidence
Average L
. Error Significance Interval
Group 1 Group 2 difference of
roup 1 and 2 Standard Level Upper Lower
group Level Level
Morch Algorith Logistic Regression BIEERRIN NERRI [ees OO0V 0 [O0-YYD
orchegan Algorithm
basedgon Dis%ance Neural Network BECA] [RERRG [eYer] RERRAE HIVY
K Average YYE ERR Oees YA oyay
Genetic Algorithm YAV (NEEA (RN NEARYN LYYV
Neural Network -YE JeYY JYYY Y _v,¥14
Morchegan Algorithm | Logistic Regression - (HEAN 0«0 SRARANREN ININRR AN
based on Entropy K Average eEvp LYYy eva -y LYo
Genetic Algorithm RREn [1+0) AN o, YeEm Ve

Examining the Results of the Research
Hypothesis Test

Research Hypothesis

The hypothesis of the research is to evaluate the
effectiveness of discovering the possibility of fraud in
financial statements using the Morchegan algorithm in
comparison with the regression method, neural
network, K-means and genetic algorithm. The results
of the test of this hypothesis regarding the performance
of the distance-based Morchegan algorithm are
presented as follows:

1) The accuracy of distance-based Morchegan
algorithm (average = 61.1%) is not significantly
different from the accuracy of neural network
algorithm (average = 60.3%). In other words, the
performance of distance-based Morchegan algorithm
in the correct classification of companies is similar to
the performance of neural network algorithm.

2) The accuracy of distance-based Morchegan
algorithm (average = 61.1 percent) is significantly
better than the accuracy of logistic regression methods
(average = 59.9 percent), genetic algorithm (average =
57.3) and k average (average = 4). /50 percent). In
other words, the performance of distance-based
Morchegan algorithm in the correct classification of
companies is significantly better than the performance
of logistic regression methods, genetic algorithm and
k-means.

3) The error rate of the distance-based Morchegan
algorithm (average = 38.9 percent) is not significantly
different from the error rate of the neural network
algorithm (average = 39.7 percent). In other words, the
performance of distance-based Morchegan algorithm
in  misclassifying companies is similar to the
performance of neural network algorithm.

4) The error rate of distance-based Morchegan
algorithm (average = 38.9 percent) is significantly
lower than the error rate of logistic regression methods
(average = 40.1 percent), genetic algorithm (average =
42.7 percent) and k average (average = 49.6 percent).
In other words, the error in the classification of
companies in the distance-based Morchegan algorithm
is significantly less than the error in the classification
of companies using logistic regression, genetic
algorithm and k-means methods.

5) The sensitivity of the distance-based Morchegan
algorithm (average = 17.7%) is not significantly
different from the sensitivity of the neural network
algorithm (average = 22%). In other words, the
performance of the distance-based Morchegan
algorithm in identifying suspected fraud companies is
similar to the performance of the neural network
algorithm.

6) The sensitivity criterion of distance-based
Morchegan algorithm (mean = 17.7 percent) is
significantly higher than the sensitivity criterion of
logistic regression method (mean = 5.9 percent) and
genetic algorithm (mean = 4.3 percent). In other
words, the performance of distance-based Morchegan
algorithm in identifying companies suspected of fraud
is significantly better than the performance of logistic
regression methods and genetic algorithm. In addition,
the sensitivity of the distance-based Morchegan
algorithm is significantly lower than the sensitivity of
the K-means method (mean = 48.7%). In other words,
the  distance-based  Morchegan  algorithm s
significantly more unsuccessful than the K-means
method in identifying companies suspected of fraud.

7) The feature criterion of distance-based
Morchegan algorithm (mean = 91.9 percent) is not
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significantly different from the feature of neural
network algorithm (mean = 88.2 percent) and genetic
algorithm (mean = 95 percent). In other words, the
performance of distance-based Morchegan algorithm
in identifying healthy companies is similar to the
performance of neural network algorithm and genetic
algorithm.

8) The feature criterion of distance-based
Morchegan algorithm (mean = 91.9 percent) is
significantly higher than the feature of the K-means
method (mean = 51.6 percent). In other words, the
performance of the distance-based Morchegan
algorithm in identifying healthy companies is
significantly better than the performance of the K-
means method. In addition, the feature of the distance-
based Morchegan algorithm (mean = 38.9%) is
significantly lower than the feature of the logistic
regression method (mean = 98.3%). In other words,
the distance-based  Morchegan  algorithm is
significantly more unsuccessful than the logistic
regression method in identifying healthy companies.

9) The accuracy of the distance-based Morchegan
algorithm (average = 64%) is not significantly
different from the accuracy of the neural network
algorithm (average = 58%). In other words, the
performance of the distance-based Morchegan
algorithm regarding the correctness of identifying
companies as suspected of fraud is similar to the
performance of the neural network algorithm.

10) The accuracy of distance-based Morchegan
algorithm (average = 64%) is significantly higher than
the accuracy of K-means methods (average = 41.5%)
and genetic algorithm (average = 45.3%). In other
words, the performance of distance-based Morchegan
algorithm is significantly better than the performance
of K-means and genetic algorithm in terms of the
accuracy of identifying companies as suspected fraud
companies. In addition, the accuracy of distance-based
Morchegan algorithm (average = 64%) is significantly
lower than the accuracy criterion of the logistic
regression method (average = 71%). In other words,
the distance-based  Morchegan  algorithm s
significantly more unsuccessful than the logistic
regression method in correctly identifying companies
as suspected of fraud. Table (24) summarizes the
results of the research hypothesis test regarding the
performance of the distance-based Morchegan
algorithm.

Based on the results obtained from the comparison
of the performance of the distance-based Morchegan
algorithm with other methods, the research hypothesis
regarding the performance of the distance-based
Morchegan algorithm cannot be confirmed.

In general, the results of the first hypothesis test
regarding the superior performance of the artificial
neural network algorithm compared to the logistic
regression method are consistent with the findings of
the researchers (2022). The results of Santoso et al.'s
(2019) research are consistent.

Table 24 summarizes the results of the research hypothesis test regarding the performance of the distance-based
Morchegan algorithm.

Similar Methods Comparison of Methods Perfo'rmz'ince
Criteria

Neural Network Logistic Regression, K Average, Genetic Algorithm < Morchegan Algorithm Accuracy

Neural Network Logistic Regression, K Average, Genetic Algorithm > Morchegan Algorithm Error rate

Neural Network Logistic Regression, Genetic Algorithm < Morchegan Algorithm < K Average Sensitivity

Neural Network

Genetic K Mean < Morchegan Algorithm < Logistic Regression Specificity
Algorithm
Neural Network K Mean, Genetic Algorithm < Morchegan Algorithm < Logistic Regression Correctness

In the following, the results of the test of Pezoh's
hypothesis  regarding the performance of the
Morchegan algorithm based on entropy are presented:
1) The accuracy of the Morchegan algorithm based
on entropy (average = 56.7%) is not significantly
different from the accuracy of the genetic algorithm

(average = 57.3%). In other words, the performance of
the entropy-based Morchegan algorithm in the correct
classification of companies is similar to the
performance of the genetic algorithm.

2) The accuracy of the entropy-based Morchegan
algorithm (average = 56.7%) is significantly better
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than the accuracy of the k-means method (average =
50.4%). In other words, the performance of the
entropy-based Morchegan algorithm in the correct
classification of companies is significantly better than
the performance of the k-means method.

In addition, the accuracy criterion of the entropy-
based Morchegan algorithm (average = 56.7%) is
significantly lower than the accuracy of the logistic
regression method (average = 59.9%) and the neural
network algorithm (average = 60.3%). In other words,
entropy-based Morchegan algorithm is significantly
unsuccessful in the correct classification of companies
compared to logistic regression methods and neural
network algorithm.

3) The error rate of the entropy-based Morchegan
algorithm (average = 43.3%) is not significantly
different from the error rate of the genetic algorithm
(average = 42.7%). In other words, the performance of
the  entropy-based = Morchegan  algorithm in
misclassifying companies is similar to the performance
of the genetic algorithm.

4) The error rate of the entropy-based Morchegan
algorithm (mean = 43.3%) is significantly lower than
the error rate of the k-means method (mean = 49.6%).
In other words, the error in classifying companies in
the entropy-based  Morchegan  algorithm s
significantly less than the error in classifying
companies using the k-means method. In addition, the
error rate of the entropy-based Morchegan algorithm
(average = 43.3%) is significantly higher than the error
rate of logistic regression methods (average = 40.1%)
and the artificial neural network algorithm (average =
39.7%). In other words, the error in classifying
companies in the entropy-based Morchegan algorithm
is significantly more than the error in classifying
companies using logistic regression and neural
network algorithms.

5) The sensitivity of the entropy-based Morchegan
algorithm (average = 12 percent) with the sensitivity of
logistic regression methods (average = 5.9 percent),
neural network algorithm (average = 22 percent) and
genetic algorithm (average = 4.3 percent), the
difference It has no meaning. In other words, the
performance of entropy-based Morchegan algorithm in
identifying suspected fraud companies is similar to the
performance of logistic regression methods, neural
network algorithm, and genetic algorithm.

6) The sensitivity of the entropy-based Morchegan
algorithm (average = 12%) is significantly lower than
the sensitivity of the K-average method (average =
48.7%). In other words, the entropy-based Morchegan
algorithm is significantly more unsuccessful than the
K-means method in identifying companies suspected
of fraud.

7) The feature criterion of the entropy-based
Morchegan algorithm (average = 88.5%) is not
significantly different from the feature of the neural
network algorithm (average = 88.2%) and the genetic
algorithm (average = 95%). In other words, the
performance of the entropy-based Morchegan
algorithm in identifying healthy companies is similar
to the performance of the neural network algorithm
and the genetic algorithm.

8) The characteristic criterion of the entropy-based
Morchegan algorithm (mean = 88.5%) is significantly
higher than the characteristic of the K-means method
(mean = 51.6%). In other words, the performance of
the entropy-based Morchegan algorithm in identifying
healthy companies is significantly better than the
performance of the K-means method. In addition, the
feature criterion of the entropy-based Morchegan
algorithm (mean = 88.5%) is significantly lower than
the characteristic criterion of the logistic regression
method (mean = 98.3%). In other words, the distance-
based Morchegan algorithm is significantly more
unsuccessful than the logistic regression method in
identifying healthy companies.

9) The accuracy criterion of the entropy-based
Morchegan algorithm (average = 36.8 percent) is not
significantly different from the accuracy criterion of
K-methods (average = 41.5 percent) and genetic
algorithm (average = 45.3 percent). In other words, the
performance of the entropy-based Morchegan
algorithm regarding the accuracy of identifying
companies as suspected of fraud is similar to the
performance of the K-means and genetic algorithm
methods.

10) The accuracy of the entropy-based Morchegan
algorithm (average = 36.8%) is significantly lower
than the accuracy criteria of logistic regression
methods (average = 71%) and neural network
algorithm (average = 58%). In other words, the
entropy-based  Morchegan  algorithm  performs
significantly more unsuccessfully than logistic
regression and neural network algorithms in correctly
identifying companies as suspected of fraud. Table
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(25) summarizes the results of the first hypothesis test
regarding the performance of the entropy-based
Morchegan algorithm.

Based on the results obtained from comparing the
performance of the entropy-based Morchegan
algorithm with other methods, the research hypothesis
regarding the performance of the entropy-based
Morchegan algorithm cannot be confirmed.

The outputs of this project include scientific
documents, data-driven methods for identifying
financial fraud, providing a model for implementing
the anti-fraud system in the bank, and finally,
intercepting software technologies and implementing
the entire research process.

Reviewing data and commenting on them follow
two general methods, which are also true in most
financial anti-fraud systems. First, the use of indicators
using linear and statistical methods, and second, the
use of data mining algorithms, which are divided into
supervised and unsupervised, and both methods have
been used in this project.

Another point is that the use of different methods
can be done based on different tools, in the end, each
tool implements the desired method using a specific
algorithm, and this variety has a different effect on the

results and implementation method. The most
important difference between these algorithms is their
speed and efficiency. In addition, according to the
amount and type of input data in terms of numbers or
text or other features, the choice of algorithm can
change. Accordingly, in this project, for example, to
implement the clustering method with the aim of
identifying non-conventional data, the four methods of
EM, Corresponding Group, Cummins and Cohen were
used. Except for the EM method that was implemented
with the Vaka software, the rest of the methods were
implemented by the well-known data mining software,
that is, Clementine. The purpose of the results of the
implementation of this model is to provide useful
reports for the bank inspection unit in the form of
numerical and graphical reports. According to the
nature of the data mining process, all the stages of the
implementation of the model were implemented in
accordance with the Crisp model, and its
implementation documents have been prepared.

The results of this research are consistent with the
research of Alia and et al (2023) ,Muhammad and
Schachler (2022) , Lin and colleagues (2022) and
Osenberg et al. (2018).

Table 25 Summary of the results of the research hypothesis test regarding the performance of the Morchegan algorithm
based on entropy.

Similar Methods Comparison of Methods Perfo.rmiilnce
Criteria
Genetic Algorithm K Mean < Morchegan Algorithm < Logistic Regression, Neural Network Accuracy
Genetic Algorithm K Mean > Morchegan Algorithm > Logistic Regression, Neural Network Error rate
Neural Network
Regression Morchegan Algorithm < K Average Sensitivity
Genetic Algorithm
Neural Network
K Mean < Morchegan Algorithm < Logistic Regression Specificity
Genetic Algorithm
Gen;iﬁ\flrga(?ﬁthm Morchegan Algorithm <Logistic Regression, Neural Network Correctness

Practical Suggestions for Research

1- By amending the commercial law, embedding
control and legally binding tools, considering
appropriate punitive measures and raising the cost of
fraud, provide the basis for reducing fraudulent
financial reporting.

2- The duties of each of the regulatory bodies in
the process of combating fraud should be precisely

defined and parallel work should be avoided by
making the necessary arrangements.

3- The judicial authority and supervisory and
professional bodies such as the Securities and
Exchange Organization should pay more attention to
the category of fraudulent financial reporting and by
forming a specialized board to deal with crimes related
to financial reporting, the field of prevention,
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detection, follow-up and dealing with this type Provide
fraud.

4-Economic enterprises should prevent any kind of
fraud, including fraud in financial reporting, by
establishing a corporate governance system and
strengthening internal controls.

5-Defining new goals and duties with the aim of
preventing and fighting against fraudulent financial
reporting in the field of auditing and financial
reporting of the Securities and Exchange Organization
can be useful. In addition to this, the announcement of
the list of fraudulent companies and the introduction of
used fraud schemes will make auditors, inspectors and
researchers more familiar with the fraud process in
financial reporting.

6- The use of data mining methods and the
provision of fraud detection software, due to the large
volume of data, facilitate and accelerate the process of
handling and discovering fraudulent financial
reporting cases by auditors, inspectors, the stock
exchange organization and regulatory bodies. Faster
detection of fraud cases prevents further damage to the
victims.

7- Auditors, inspectors and investors should pay
more attention to return on equity, operating cash to
sales, return on assets, and debt collection period ratio
in analyzing financial statements.

8- The judicial authority and regulatory and
professional bodies such as the Securities and
Exchange Organization should pay more attention to
the category of fraudulent financial reporting and by
forming a specialized board to deal with crimes related
to financial reporting, the field of prevention,
detection, follow-up and dealing with this type of
fraud provide

9-Economic enterprises should prevent any kind of
fraud, including fraud in financial reporting, by
establishing a corporate governance system and
strengthening internal controls.

10-Definition of new goals and duties with the aim
of preventing and fighting against fraudulent financial
reporting in the area of auditing and financial reporting
of the Securities and Exchange Organization can be
useful. In addition, the announcement of the list of
fraudulent companies and the introduction of used
fraud schemes will make auditors, inspectors and
researchers more familiar with the fraud process in
financial reporting.

11- The use of data mining methods and the
provision of fraud detection software, due to the large
volume of data, facilitates and accelerates the process
of handling and discovering fraudulent financial
reporting cases by auditors, inspectors, stock exchange
organization and regulatory bodies. Faster detection of
fraud cases prevents further damage to the victims.

Research limitations

Due to the fact that in qualitative researches, the
desired phenomenon is studied in the context where it
occurs, therefore, the possibility of generalizing the
results and findings of the research to other conditions
and situations is limited. Also, in qualitative research,
it is possible for the researcher's presuppositions and
prejudices to appear and interfere, which may damage
the findings and results of the research. Another
limitation of qualitative research is that there is a
possibility of different interpretations of the
investigated phenomenon (Mashaikhi et al., 2012).

In addition, the list of fraudulent companies in the
country is not announced, therefore, in the current
research, based on the findings of the foundational
theorizing section, the risk of fraud in financial
reporting is defined indirectly and by referring to the
report of the auditor and legal inspector.Due to the fact
that there is no standard tool for the implementation of
genetic algorithm, distance-based ant algorithm and
entropy-based ant algorithm, the required tools were
designed and programmed in this research. The
performance of the prepared tool depends on the
researcher's creativity in designing the relevant
algorithm and skill in programming.
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