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ABSTRACT 
There has been an increase in the development of automated trading systems in numerous countries, including 

Iran. The greatest advantage of such systems is that they allow traders to make trading decisions at an increased 

pace and with more accuracy without having to rely on emotions. Estimating price is one of the most important 

aspects of algorithmic trading. Deep neural networks are preferred for estimation. Additionally, investors who 

rely on algorithmic trading have a huge advantage by having a model that estimates opening, maximum, 

minimum, and closing prices simultaneously. In this study, using short-term LSTM  deep-long-term memory 

neural networks, and the genetic algorithm, these four prices are estimated simultaneously. In addition, the 

optimal feature was selected by considering 40 price, volume, volumetric and volumetric indicators. The 

proposed model is evaluated using five shares from the Tehran stock exchange during the period 2012-2021, 

namely Isfahan oil refining, Iran Khodro, and Amirkabir Kashan Steel, Eqtesad Novin Bank, Chin-Chin Industry 

and Cultivation, and Exir Pharmacy. Based on the results of this study, the proposed model has excellent 

simultaneous estimation performance and the average estimation error of all 4 prices is less than 8%, 

demonstrating that the proposed method has a lower estimation error. 
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1. Introduction 
Forecasting is the process of making quantitative 

estimates about the likelihood of future events based 

on information available now and in the past. 

Forecasting involves expressing present and past data 

in one-equation, multi-equation, or time series 

models, and predicting future events based on past 

data (Vijh et al., 2020). The forecasting of stock 

prices is an important part of financial research since 

well-forecast markets will maximize returns for 

investors. While various methods have been used to 

predict stock prices, none of them can address all the 

variables involved in estimating the stock price model 

and the effects of each. Getting the best results with 

the least amount of data is the key to successful stock 

market forecasting (Selvin et al., 2017). 

Time series data are used for forecasting in single-

variable quantitative methods. A time series is an 

arrangement of observations over time (Khajavi & 

Amiri, 2017). The forecasting of time series has 

attracted various researchers and numerous methods 

have been proposed.  Many sciences, especially 

financial sciences, are interested in computational 

methods like those used in operations research to 

systematically investigate issues. A continuous 

optimization process is carried out with these 

algorithms until the best solution is found.  An artificial 

intelligence algorithm is a part of an operations 

research algorithm. They provide the best results when 

there is uncertainty, infer the data, and discover its 

features. As opposed to statistical methods, they are 

not fundamentally model-based; instead, they are 

based on their own input data and do not require 

interpretation of model details (Shastri et al., 2019).  

A number of artificial intelligence methods are 

available, such as neural networks, like perceptrons, 

recurrent neural networks, Naive-Bayes networks, 

back-propagating networks, LSTM networks, and 

support vector machines (SVMs). Neural networks can 

learn by using the process of data changes (training 

data) and the rules governing it and then generalize it 

on other data they have not seen before (test data) 

(Moghaddam et al., 2016). 

Artificial neural networks are improving their 

ability to recognize patterns based on long-term data 

since deep learning was introduced. As deep neural 

networks (DNNs) are capable of learning much faster 

than normal neural networks (NNs), recent 

investigations into stock price forecasting have used 

DNNs. Financial markets have large amounts of time 

series data; therefore, a comprehensive neural network 

learning process is required. In deep neural networks, 

recursive neural networks (RNNs) are more commonly 

used for predicting stock prices. Yoshihara et al. 

(2014) and Dixon et al. (2015) were the first 

researchers to use RNNs to predict stock prices. 

Despite the advantages of RNN, it is difficult to train, 

especially in complex cases and cases with long time 

structures. In order to overcome this challenge, Long-

Short-Term-Memory LSTM networks have been 

introduced, which perform simple linear operations on 

neuronal information and augment it with external 

information at the moment through gates. LSTM gates 

were proposed by Chow et al. (2014). 

It is noteworthy that all previous approaches have 

been able to design an algorithmic trading system by 

predicting one price (usually the closing price) at a 

time. To predict several variables simultaneously, a 

model must deal with multiple inputs and produce 

multiple output values simultaneously. As a result, we 

developed an optimal deep recurrent neural network 

model based on a short-long-term memory network 

(LSTM) called LSTM-DRNN, and two generalized 

regression neural networks (GRNNs) with least 

squares boosting (LSBoosts) to estimate four open, 

high, low, and close prices simultaneously. Taking into 

account the high power of meta-heuristic algorithms 

and, in particular, the genetic algorithm, this algorithm 

is used to optimize hyperparameters and select optimal 

features. 

The remainder of this paper is arranged as follows: 

The research background is reviewed in Section 2. The 

proposed methodology is discussed in Section 3. The 

results of the proposed model are discussed in Section 

4. 5. Discussion and conclusions are presented in 

Section 5. 

 

Research Background 
The recent research in price prediction can be divided 

into shallow and deep neural networks. The LSTM 

network has been widely used in deep neural 

networks. Li et al. (2017) combined the LSTM model 

with the Bayesian method to extract market emotional 

factors to improve the predictive ability of the LSTM 

model. Zhao et al. (2017) estimated stock prices using 

an LSTM network with time-varying weights. Based 

on their results, they found that the relationship 

between the importance of data and their time series is 
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linear, quadratic, and relatively quasilinear. In 

addition, a study that implemented the model on the 

CSI 300 index found that it was 83.91% accurate in 

estimating prices. Baek & Kim (2018) propose a new 

method for estimating the stock market index that 

includes two modules: LSTMs for preventing 

overvaluation and LSTMs for forecasting. Chung & 

Shin (2018) predict stock prices using a hybrid 

LSTM/genetic algorithm (GA) method. A high-

frequency trading model was developed by Rundo 

(2019) using the LSTM network based on deep 

reinforcement learning. This research shows that this 

method is 85% accurate in estimating short-medium-

term trends based on forex data of the EU/USD 

exchange rate. Li et al. (2020) presented a time-based 

feature-aware deep reinforcement learning model 

(TFJ-DRL), which improved signal representation 

learning and decision making through the integration 

of deep learning with reinforcement learning. The 

model was evaluated on real financial data with 

different price trends (upward, downward, and neutral) 

and the results indicate that the method is highly 

robust and interesting.  

Based on an LSTM network, Ding et al. (2020) 

proposed a deep recurrent neural network model with 

multiple inputs and outputs. This model is capable of 

predicting the open, low, high, and close prices of a 

stock simultaneously. Results of this study showed that 

this algorithm was very effective at simultaneously 

estimating all three prices due to its high learning and 

estimation power. Michańków et al. (2022) used 

LSTM networks to predict the value of the BTC and 

S&P 500 indices, using data from 2013 to the end of 

2020. They introduced an innovative loss function that 

improves the utility of the LSTM model's predictive 

capacity in algorithmic investment strategies. Banik et 

al. (2022) developed a decision support system applied 

by LSTM to allow swing traders to accurately analyses 

and predict future equity values.  

 

Methodology  
The proposed method of this study consists of s 

phases: 

1- Preparing the time series 

2- Normalization of data 

4- Optimal price estimation 

A schematic of the proposed method is shown in Fig. 1.  

 

 
Fig 1. Outline the proposed algorithm. 

 

Time-Series Data 
The data used in this study are daily trades of some 

selected stocks on the Tehran Stock Exchange. To this 

end, the stock price of the Isfahan oil refinery with the 

symbol of Shapna was chosen from among the 

petroleum products group. In addition, two other 

companies' data were used to validate the proposed 

approach. For this purpose, a large company of the 

automobile group, 2 medium-sized companies of the 

banking group and base metals, and 2 small companies 

from the food and pharmaceutical products group were 

selected. Information on these firms can be found in 
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Table 1. These data are collected from April 2012 to 

the end of March 2021.  

The input variables studied in the present study are 

price data (Open, High, Low, and Close) along with 

trading volume and volume and non-volume 

indicators. These variables are used as features for the 

classification and price estimation process. Non-

volume indicators depend on price data and volumetric 

indicators depend on volume and/or price. In this 

search, stochastics, oscillators, indexes, and indicators 

are summarized as indicators. Nonvolumetric 

indicators are presented in Table 2. A total of 15 

nonvolumetric indicators are included. It should be 

noted that certain indicators have a period and their 

values are impacted by that period. This period 

generally consists of 9 days and 12 days. Based on 

these periods, there are a total of 29 nonvolumetric 

indicators. The volumetric indicators examined in this 

study are presented in Table 3. 4 of these indicators do 

not have a period and the VROC indicator has a 

period. There are thus six volumetric indicators in 

total. Generally, given the open, high, low and closed 

prices, and trading volume, along with 29 non-volume 

indicators and 6 volume indicators, a total of 40 

features were taken into account in this research. 

 

 

Table 1: Information on the companies examined in this research. 

Frim Name Symbol 
Market Cap 

(Billion Rial) 
Size 

Isfahan Oil Refinery Shapna 824,600 Big 

Iran Khodro Khodro 639,510,864 Big 

Kashan Amirkabir Steel Fajr 111,596 Medium 

Eghtesad Novin Bank Vanovin 288,937 Medium 

Chin-Chin Industry and Cultivation Chechin 16,674 Small 

Exir Pharmacy Delor 5,085 Small 

 

Table 2: Nonvolumetric Indicators. 

Indicator Needed Data Period 

Accumulation/Distribution Oscillator (A/DO) Open, High, Low, Close × 

Stochastic oscillator (SO) High, Low, Close ✓ 

Acceleration Between Times (Acc) Open, High, Low, Close ✓ 

Momentum Between Times (MOM) Open, High, Low, Close ✓ 

Simple Moving Average (SMA) Close ✓ 

Exponential Moving Average (EMA) Close ✓ 

Modified Moving Average (MMA) Close ✓ 

Moving Average Convergence/Divergence (MACD) Open, High, Low, Close × 

Relative Strength Index (RSI) Close ✓ 

Williams %R High, Low, Close ✓ 

Bollinger Middle, Upper, and Lower Bands Close ✓ 

Price Rate of Change (ROC) Close ✓ 

Williams Accumulation/Distribution line (WADLine) High, Low, Close × 

Average of the high, low, and closing prices (Typical Price) High, Low, Close × 

Chaikin Volatility High, Low ✓ 

 

Table 3: Volumetric Indicators. 

Indicator Needed Data Period 

Negative Volume Index (NVI) Close, Volume × 

Positive Volume Index (PVI) Close, Volume × 

On-Balance Volume (OBV) Close, Volume × 

Price and Volume Trend (PVT) Volume × 

Volume Rate of Change (VROC) Volume ✓ 
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3.1. Data Normalization 

It is necessary to first normalize the data due to their 

difference in size. The min-max method is one of the 

most widely used methods for data normalization. It is 

expressed as follows: 

 

𝑥𝑖
𝑁 =

𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑖𝑛𝑚𝑎𝑥
 

 

where 𝑥𝑖
𝑁are the research variables, 𝑥𝑚𝑖𝑛is their 

minimum value and 𝑥𝑚𝑎𝑥is their maximum value. 

 

3.2. Optimal Price Estimation 

In this research, in order to estimate prices 

simultaneously, the LSTM-Deep RNN (LSTM-

DRNN) network model proposed by Ding and Qin 

(2020) has been used. LSTM neural networks were 

developed to prevent the rapid loss of information that 

occurs in recursive neural networks (RNNs). Unlike 

RNN neurons, LSTM neurons can store four states, 

including the current value and the last output, as well 

as the current value and last state of the memory 

neurons. The LSTM neural network is a special form 

of the RNN neural network that has three gates. These 

three gates are: "input gate", "forgetting gate" and 

"output gate" (Fig. 2). 

The LSTM network has a sigmoid neural network 

layer (Eq. (2)) and a pair of multiplication operations 

to select whether information is transmitted. Each 

output element of the sigmoid layer is a real number 

between [0,1] that represents the weight of the 

transmitted information. In addition, a layer containing 

the tanh activation function according to Eq. (3) is 

used to update the neurons: 

𝜎(𝑥) =
1

1 + 𝑒−𝑥 (2) 

  

𝑡𝑎𝑛ℎ(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥 
(3) 

 

Forgetting gates are used to determine rejected 

information by capturingℎ𝑡−1and𝑥𝑡information and 

returning a value between 0-1 to the neuron state 𝐶𝑡. 

Eq. (4) shows how to calculate the probability of 

forgetting: 

 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (4) 

 

where ℎ𝑡−1 represents the output of the previous 

neuron and 𝑥𝑡represents the input of the current 

neuron. 

The input gate determines how much new 

information is added to the neuron state. First, the 

input layer, which contains the sigmoid activation 

function, determines which information needs to be 

updated, and then the tanh layer generates the cc 

candidate vectors, and the state of the neurons is 

updated according to Eq. (5): 

𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡 × �̂�𝑡 (5) 

 

in which 𝑖𝑡and �̂�𝑡are obtained from the following: 

 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (6) 

  

�̂�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (7) 

 

The output gate is used to control how much of the 

current neuron state and control states are filtered: 

 

𝑂𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (8) 

ℎ𝑡 = 𝑂𝑡 × 𝑡𝑎𝑛ℎ(𝐶𝑡) (9) 

 

Fig. 3 shows the LSTM-DRNN model, which is 

capable of simultaneously estimating the four open, 

high, low, and close prices. 

In addition to the LSTM-DRNN model, two 

models of generalized regression neural networks 

(GRNNs) are used to estimate prices, as well as a 

regression method based on ensemble learning of least 

squares boosting (LSBoost). The estimated value of 

each price is equal to the weighted average value of 

the prices estimated by these algorithms: 

 

�̂�(𝑡)𝑖 = ∑ 𝑉𝑗�̂�(𝑡)𝑖,𝑗

3

𝑗=1

,                     𝑖 = 1,2,3,4. 

 

Where 𝑃(𝑡) represents the estimated price, and V 

represents the weight of the algorithms. The weight of 

each algorithm is obtained through optimization. 

An integrated optimization process is used to 

optimize the feature selection, and price estimation 

phases simultaneously using the genetic algorithm. 

The hyper-parameters of this research include the 

parameters of regression algorithms, the weight of 

each of these algorithms, along with 40 features 

studied. These hyper-parameters along with their 
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upper (UB) and lower bounds (LB) are shown in Table 

4. For attributes, the lower limit is 0 and the upper 

limit is 1, and these variables are considered binary, so 

that a value of 0 means that the attribute is not selected 

and a value of 1 means that it is selected. According to 

Table 4, 4 parameters are related to regression 

algorithms, 40 parameters are related to features and 3 

parameters are related to the weight of each regression 

algorithms. Thus, in total, 47 hyper-parameters will be 

obtained from the optimization process. 

Selecting the appropriate fitness is very important 

during the optimization process. The estimation error 

value is considered as a fitness in this study. 

Therefore, the optimal problem of the present study is 

defined as follows: 

max:   
∑ RMSE

________

𝑗
4
𝑗=1

price
_______  

s.t. 

          LB ≤ 𝑋GA ≤ UB 

         ∑ 𝑊𝑗 = 1

3

𝑖=1

 

(11) 

 

where the value of RMSE
________

is also equal to the mean 

value of the difference between the actual price and the 

estimated price of each of the four prices and three 

algorithms, and price
_______

is equal to the average value of 

the real price. For example, for the opening price we 

have: 

 

RMSE𝑂𝑝𝑒𝑛 = √∑ Open𝑗 − ∑ ∑ 𝑊𝑖Open
∧

𝑖𝑗
𝑛
𝑗=1

3
𝑖=1

𝑛
𝑗=1

𝑛
 

 

Where Open is the actual price, Open
∧

is the estimated 

value, and n is the number of observations (number of 

trading days). In addition, 𝑋GAin Eq. (11) contains all 

47 decision variables. There is also a constraint that 

the sum of the weights of the classification algorithms 

and the sum of the weights of the regression 

algorithms is equal to 1. 

 

 
Fig 2: LSTM unit structure. 

 

 

 
Fig 3: Proposed LSTM-DRNN network structure. 

 
Table 4: Hyper-parameters and their LB and UB 

Algorithm Parameter LB UB 

LSTM No, of hidden layers 10 100 

GRNN Spread 0.01 1 

LSBoost 
No. of learning cycles 100 1000 

Learning rate 0.01 0.2 

-- Attributes 0 1 

-- Weights of regression algorithms 0.01 1 

 

 

Results 
By carrying out the integrated optimization process, 

the Shepna convergence diagram was obtained as 

indicated in Fig. 4.  As illustrated in this figure, the 

algorithm could converge in 44 iterations.  The 

optimum hyperparameter values can also be found in 

Table 5. The algorithm optimum weight values are 
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also shown in Table 6.  As we can see from this table, 

the LSTM algorithm has the greatest weight. 

The optimal estimation of all 4 prices for the last 

150 records is shown in Fig. 5. As can be seen from 

this figure, the estimated prices obtained from the 

optimal algorithm have a high accuracy, especially for 

the closing price. The mean percentage error of the 

estimate for each of the 4 prices is given in Table 7. 

This table shows that the lowest amount of error is 

related to the closing price, and the highest error is 

related to the highest price; however, the overall 

average estimation error of all 4 prices is less than 8%, 

indicating high accuracy estimation by the proposed 

method for all 4 prices simultaneously. 

 

 

 
Fig 4: Optimizing process convergence diagram for 

Shepna. 

 

 

Table 5: The optimum value of hyper-parameters for 

Shapna. 

Algorithm Parameter 
Optimal 

Value 

LSTM No, of hidden layers 18 

GRNN Spread 0.027 

LSBoost 
No. of learning cycles 372 

Learning rate 0.026 

 

Table 6: The optimum weight of algorithms for Shapna. 

Algorithm Optimal Value 

LSTM 0.609 

GRNN 0.326 

LSBoost 0.064 

 

 

 
Fig 5: Optimum estimated prices for Shapna. 

 
Table 7: Average percent error of Shapna's optimum 

estimate. 

Price Total average error (%) 

Open 5.080 

High 6.823 

Low 4.064 

Close 3.319 

 

To validate the proposed integrated optimal method, it 

was evaluated for an additional 5 shares of Khodro, 

Fajr, Vanovin, Ghechin, and Delor. The optimum 

parameters obtained for these shares are presented in 

Table 8-10. Based on these tables, the LSTM 

algorithm is the most weighted. As a result, we can 

conclude that among the algorithms of the study, 

artificial neural networks and deep neural networks 

have the best performance. Furthermore, the number 

of optimal features for Khodro equal to 16, for Fajr 

and Delor is equal to 15, for Ghachin equal to 11, for 

Vanovin equal to 17 and for Shapna equal to 19. As 

shown in Table 10, certain features are common to all 

6 shares studied and indicate the importance of these 

features in the optimization process. These features 

can be found in Table 11. According to this table, 11 

common features have been selected, including prices 

and trade volume.  

The estimated price of these shares is also shown 

in Fig. 6-10. As can be seen from these figures, the 

estimated prices obtained from the optimal algorithm 

have a high accuracy, especially for the closing price. 

This indicates that in terms of estimation, the proposed 

method is valid. Table 12 provides the average 

percentage of estimate error for each of the five shares. 

As this table shows, the price estimation error is below 
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10%. Therefore, this method can be regarded as a 

general method, since for each type of time series it is 

capable of estimating optimally and simultaneously. 

 

Discussion and Conclusions 
With the advent of the Deep Learning Process (DNN), 

a new era of artificial neural networks has been 

created, which have remarkable model recognition 

capabilities for longstanding data. In this research, an 

optimal method of multi-price estimation was 

presented, which is able to optimally and 

simultaneously estimate 4 opening prices, the lowest 

and the highest price and the closing price. Regression 

models depend on the number and type of features of 

the problem. Due to the fact that there are different 

feautures for different problems and time data, and it is 

not possible to consider a series of general features for 

all problems. This study considered 40 price, volume, 

volumetric and nonvolumetric indicators as features. 

Additionally, estimation algorithms have a series of 

parameters that require different experiment and 

testing to adjust their values. So designing a system 

that automatically adjusts those values is very practical 

and interesting. One of the best approaches to such 

problems is to use the optimization process with 

metaheuristic algorithms and a genetic algorithm at the 

top. This algorithm, with a search space and a fitness 

function, can obtain the optimal values of 

hyperparameters. The proposed method was used and 

evaluated for the Tehran Stock Exchange, which is a 

one-way market. The results of this study showed that 

the proposed method has a very good performance in 

terms of simultaneous multi-price estimation, and 

therefore it can be considered as a very good and 

suitable algorithm for automated trading in stock 

markets. 

 

 

Table 8: The optimum value of hyper-parameters. 

Algorithm Parameter 
Optimal Value 

Khodro Fajr Ghechin Vanovin Delor 

LSTM No, of hidden layers 18 16 13 23 22 

GRNN Spread 0.034 0.032 0.026 0.046 0.027 

LSBoost 
No. of learning cycles 419 562 309 528 296 

Learning rate 0.026 0.017 0.038 0.029 0.023 

 

Table 9: The optimum weight of algorithms. 

Algorithm 
Optimal Value 

Khodro Fajr Ghechin Vanovin Delor 

LSTM 0.532 0.563 0.597 0.527 0.599 

GRNN 0.342 0.309 0.316 0.266 0.301 

LSBoost 0.126 0.128 0.087 0.207 0.100 

 
Table 10: The selected optimal features. 

Features 

category 

Optimal Features 

Shapna Khodro Fajr Ghechin Vanovin Delor 

Price 

open open open open open open 

high high high high high high 

low low low low low low 

close close close close close close 

Volume volume volume volume volume volume volume 

Nonvolumetric 

indecators 

SO12 ADO SO12 SO12 SO12 SO12 

ACC12 SO9 ACC9 ACC9 ACC9 ACC12 

MOM9 SO12 ACC12 ACC12 ACC12 MOM12 

MOM12 ACC9 MOM12 MMA12 MMA12 MACD 

MMA9 ACC12 MACD MOM9 MOM9 RSI12 

MACD MOM12 RSI9 MOM12 MOM12 ROC12 

RSI12 MACD RSI12 MACD MACD Bollinger 
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Features 

category 

Optimal Features 

Shapna Khodro Fajr Ghechin Vanovin Delor 

Upper9 

Bollinger 

Middle12 
RSI12 ROC12 RSI12 RSI9 Williams12 

Bollinger 

Upper12 
ROC12 

Bollinger 

Lower9 
ROC9 RSI12  

ROC9   ROC12 ROC9  

ROC12   WADLine   

   Williams9   

Valumetric 

indicators 

NVI PVI VROC12 OBV PVI NVI 

PVI VROC12  VROC12 VROC12 VROC12 

VROC12      

No. of features 19 16 15 11 17 15 

 
 

Table 11: The selected common optimal features. 

 

 

 
Fig. 6. Optimum estimated prices for Khodro. 

 

Features category Optimal features 

Price 

open 

high 

low 

close 

Volume volume 

Nonvolumetric indecators 

SO12 

ACC12 

MOM12 

MACD 

RSI12 

Valumetric indicators VROC12 

No. of features 11 
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Fig. 7. Optimum estimated prices for Fajr 

 

 
Fig. 8. Optimum estimated prices for Ghechin 

 

 
Fig. 9. Optimum estimated prices for Vanovin 
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Fig. 10. Optimum estimated prices for Delor 

 

Table 12: Average percent error of optimum estimate 

Price 
Total average error (%) 

Khodro Fajr Ghechin Vanovin Delor 

Open 3.760 8.093 6.356 6.264 6.097 

High 9.003 6.702 8.267 7.457 9.361 

Low 8.604 5.365 6.782 6.253 5.7854 

Close 3.663 4.283 5.157 4.278 5.529 
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